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EVALUATTO's 

Command and control capabilities lor the T.v ■ ual Air Force take too long 

to develop, do not satisfy the intent of original requirements, cost too much, 

ca^t adapt to simple changes in p-octiureb and fail to interoperate with other 

systems.  This is caused, in part, by thc^ acquisition process itself where each 

system is built as a unique specialized package with tightly specified 

parameters that meet specific (but highly volatile) mission requirements in a 

very explicit way.  The resulting designs become over-optimized, needlessly 

complicated and have little potential for growth and evolutionary capabilities. 

This contract effort represents an important step toward simplifying the 

connectivity among the aggregation of connunications and data processing 

devices that constitute a command and control system.  The Flexible Intra- 
2 

connect architecture will permit rapid evolution of C capabilities and tiiuely 

introduction of new functions, improved procedures and technological advances. 

The Fl Is intended for immediate application to reduce complexities of existing 
2 

C centers» and will simplify the architecture of systems for future centers, 

while absorbing greater volumes of information associated with increasing 

levels of automation. 

The results of this contract are being incorporated in specifications for 

a program to develop equipment and software, verify technical performance and 

demonstrate operational advantages and suitability. This work is under the 

Distributed C (R3C> thrust of the Communications and Information Processing 

for C2 (RA3) section of the RADC Techncl^v Objectives and Plans (TOiP) 

structure. 

JANES L. DAVIS 
Project Engineer 
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1.0 INTRODUCTION 

This report describes the results of Modular C Interface Analyses 
perfomad by Martin Marietta Corporation from October 1977 through April 1979 
on a study contract to define a Flexible Intracormect (FI) capability for 
tactical connand, control, and communications (C3) facilities. 

This final report presents the results of analyses performed lu Tasks I, 
II, and III of the contract. Task I analyses are detailed In Martin Marietta 
Corporation Report OR 15,042 and Task II In MCR-78-1416. 

A Flexible Intraconnect Is defined as a common transmission facility 
that may be accessed by all connunlcatlons and automatic data processing 
devices for tne transfer of Information between these devices within ? 
center. A center Is a facility such as the Tactical Air Control Center (TACC) 
and the Control and Reporting Center (CRC) (Flg. 1-1) where a concentration of 
c3 equipments are deployed to support air operations. 

1.1 FI objectives. 

The objective of the scudy was ro conceptually design a Flexible 
Intraconnect capability for tactical C^ facilities which provides 
operational users "1th the flexibility to configure for current and future 
requirements. This intraconnect would become the foundation of a long-term 
Air Force effort to develop and field tactical modular C3 facilities. Its 
design emphasizes modularity, interoperability, interconnertivlty, flexibility 
and survlvabllity. The design supports information exchange between tactical 
c3 facilities when C3 equipments and employment concepts evolve from those 
currently used to those which may exist in the year 2000. The design concept 
does not compromise the functional relationships and operational procedures 
employed in systems using equipment of the 407L Tactical Air Control 
Sy9t*m$9  428A Taetical Information ProctBiing and Interpretation System,  or 
in the 4331 Veathsr Observing and Forscasting Syotsm.    The condvyC^l d*«l*n 
is comp*rlble with the architectures of the DCS. WWMCCS, TRl-TAC, and other 
systet^ currently under development such as JTIDS and 4851 Tactical Air 
Control Systsm Ir^rovsmcnts  (TACSI). 

The design is capable of expansion and growth r, accommodate evolving 
concepts such as computer resource sharing, distributed data base/management, 
packet switching, bus concepts, information distribution, radar netting, 
modular operations centers, and geographically distributed functions. 

The proposed design meets objectives for a wideband Flexible 
Intraconnect for Tactical Air Force modular C3 feciliti?« and is suitable 
for deployment either in a static theater environment or a highly mobile 
situation» 
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1.2 Background. 

Tactical users in C^ equipment centers have recognized the need to 
improve methods for interconnecting equipment in these highly populated 
facilities. The most common problems associated with the current intraconnect 
method, using multiconductor cable, may be summarized as: 

a. Poor reliability, primarily due to connector failures; 
b» Weight and size of cable harnesses; 
c. Excessive setup and teardown times; 
d. Inability to change a center's configuration; 
e. Inability to convert incompatible interface characteristics to 

allow compatible interoperation between dissimilar devices; 
f. Inability to permit peripherals at remote locations to access the 

central processing unit (CPU) data base; 
g. Inability to upgrade the automatic data processing (ADP) system by 

substitution of a single device such as the CPU without 
reengineering the intraconnect for the entire ADP system and 
replacement of many of the peripherals; and 

h. Security intrusion problems. 

In addition, recent studies have shown significant cost savings can be 
realized through adoption of a family of standard ADP devices with standard 
software options that can be used in all TAF equipment requiring those 
functions. The objective is to minimize proliferation of ADP equipment types 
and software design« in the Inventory. An important step in achieving this 
standardization Is the adoption of a common set of Interface characteristics 
for future ADP developments. It is also Important to provide compatible 
interfaces between current inventory devices, those soon to be fielded, and 
thjse to be developed in accordance with the new standard. Initially, the new 
intraconnect must accommodate a variety of Interface characteristics by 
providing compatibility conversions to match the characteristics of the comaon 
standard. Future ADP devices will be designed with Input/output (I/O) 
characteristics in accordance with this standard. 

The Air Force began studies of the feasibility of a Flexible 
Intraconnect in 1974. The results are sunaarlzed In Appendix A of the Task 
I report. 

1.2.1 Task I. This task*s efforts were directed toward»: 

a. Defining user requlreaents for the Flexible Intraconnect; and 
b. Selecting the preferred design concept for Implementation of the 

Flexible Intraconnect. 

The analysis addressed the problem of Information transfer within a 
center. I.e., intrashelter and intracenter. Design technique investigations 
were performed at the level of detail necessary to compare the cost-effective- 
ness of candidate concept«.        ^ 



Figure 1*2.  Implementation of recommended system. 

Analysis efforts have concentrated on design characteristics of the 
local intraconnect; the point of interface with C^ devices and the 
application of the Interface Standard* Figure 1-3 shows the open-loop 
topology of the local intraconnect. The local intraconnect bus consists of a 
forty twisted-pair ribbon cable looped between communication and ADP devices 
within a shelter. Data transfer is in parallel at a 5 Mb/s rate. Devices 
access the intraconnect by seans of an LIU. The device side of the LIU will 
be designed to meet the characteristics of the Interface Standard. If the 
device I/O interface characteristics are compatible with this Interface 
Standard, the device may be connected directly to the LIU. If not, the 
necessary compatibility conversions are performed by an adapter module. LIU 
access to the local intraconnect bus is controlled by the Local Intraconnect 
Control Unit (LICU). Sixty-four LIUs can be serviced on the local intracon- 
nect. The LICU polls each LIU in sequence to coordirvate data transmission on- 
to the bus in formatted message blocks. 
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The requirements analyses examined the operational scenarios of C^ 
equipment the Flexible Intraconnect must support, and provided quantification 
of traffic flow for both communications and ADP traffic within each of ten 
equipment center types. Maximum traffic load for ^ local intraconnect within 
an equipment shelter was estimated to approach 150 hegabits per second (Mb/s). 
Maximum traffic load for the external intraconnect between shelters was 
also estimated to approach 150 Mb/s. 

The recommended FI concept provides a two-level intraconnect, i.e., one 
level for local (intrashelter) traffic, and another for external (intracenter) 
traffic. The local intraconnect employs a.conventional open-loop topology 
using forty twisted-pair ribbon cable for transmission; TDM-SDM for 
channelization, and sequential polling for user access. 

The external intraconnect imploys a star topology using multi-channel 
fiber optic cable for transmission, TDM-SDM for channelization, and sequential 
polling for access control. 

A three-phase implementation plan was suggested to permit incremental 
funding of development costs for the intraconnect, while providing intraconnect 
capabilities compatible with the requirements of the incremental evolution of 
C^ equipment. 

1.2.2 Task II. This task's efforts were directed towards: 

a. Analyzing the interface characteristics of inventory and future C^ 
devices that interface with the Flexible Intraconnect; 

b. Performing a functional design of the C^ devlce-to-Flexible 
Intraconnect interface; 

c. Preparing a Preliminary Interface Standard document to establish a 
design standard for the C^ devlce-to-Flexible Intraconnect 
interface; and 

d. Verifying the capability of the Flexible Intraconnect Concept to 
satisfy the Intraconnect requirements of the revised TAFIIS Master 
Plan. 

The Interface characteristics of all communications .?nd ADP equipments 
expected to access the Intraconnect were compiled and analyzed to determine 
the device-to-Local Intraconnect Unit (LIU) Interface requirements. Existing 
Interface standards were studied to determine similarities with the 
requirements identified for the devlce-to-LIU interface. At the same time, 
analyses were performed to further define the functional operation of the LIU, 
identify the characteristics.of the LIU-to-Local Intraconnect (LI) interface, 
and to perform a preliminary functional.design of the LIU and the adapters. 
Outputs of these subtasks enabled,selection of characteristics for the 
interface standard to be applied at the point of Interface between the LIU and 
the ADP or communications device.. A Preliminary Interface Standard document 
was prepared to describe the characteristics of the recommended Interface. 
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A concept verification effort was performed confirming that the 
recommended Flexible Intraconnect concept will satisfy the intraconnect 
requirr:merts of the C^ equipment scenario defined in the revised TAFIIS 
Master tlan. 

1.2.3 Task III.  This task^ efforts were directed towards: 

a. Preliminary design of the intraconnect scheme and the subnetwork 
bus configurations; 

b. Communication network implementation; 
c. Development of message structure, protocols and formats; 
d. Network control and resource management; 
t. Security aspects relative to TEMPEST effects, intrusion, and 

eavesdropping; and 
f. Reliability, maintainability, and availability analyses. 

The preliminary design study details operational facets of the FI and 
shows how recommended architecture handles point-to-point, virtual bus, lazy 
susan, and broadcast messages. 

Control functions via the FI Manager were examined and message 
structure, protocols and header formats were detailed. The interconnection 
of communication devices and their Interface with other common-user communi- 
cations were conceptually designed. Alternate configurations were presented 
to time phase communications into the FI. 

Design of encryption/decryption devices Into the FI to meet security 
requirements were thoroughly Investigated. Estimates were made regarding the 
FI system's utility to determine the redundancy that must be incorporated 
in the design to assure availability. 

1.3 Summary. 

The recommended Flexible Intraconnect concept employs a two-level bus 
transmission system. The local intraconnect bus carries the intrashelter 
traffic. Figure 1-2 shows the configuration for this concept as envisioned 
for employment in C^ equipment centers. The external intraconnect bus 
carries the intracenter traffic. This bus consists of multi-channel fiber 
optic cables arranged in a star topology to connect each equipment shelter 
with a centrally located fiber optic transponder with as many as 63 legs in 
the star configuration. Access to the external Intraconnect from a local 
intraconnect is controlled by the External Intraconnect Control Unit (EICU). 
Multiplex and modem functions for interfacing between the external and local 
intraconnects are performed in the External Intraconnect Unit (EIU). 
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The external Intraconnect uses a star topology. This concept provides 
an efficient means of transmitting data throughout the center. Figure 1-4 
shows the external intraconnect bus configuration for a Control and Reporting 
Center (CRC). This concept was selected over others for its capacity, 
compatibility, flexibility, security, and growth characteristics. Forty 
pairs from the LXCU with 5 Mb/s parallel data on each are multiplexed onto 
four fiber optic wave guides in the EXU. Each wave guide handles 50 Mb/s 
data. The EXU thus performs data conversion and electrical-to-optical 
transition. The EXU multiplex is shown in Figure 1-5 . 

The proposed External Interface, providing communications betvsen 
shelters, uses fiber optic cables as the transmission means. Fiber optics 
were selected for the following reasons: 

a. Wide bandwidth; 
b. Negligible crosstalk; 
c. No common-mode or ground-loop problems; 
d. Cable impervious to EhP or lightning disruption; 
e. Fastest service restoration; 
f. High-link availability; 
g. Smallest size, lowest weight of all candidates; 
h. Lowest cost alternative now, with further cost reductions in 

prospect; and 
1. Minimal security intrusion problems. 
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Figure 1-5. External Intraconnect unit« 

The External Interface will intraconnect up to a total of 63 LICUs. 

Considerable work haa been done on the development of data transfer 
protocols. Protocols to control data transmission over the FX have been 
defined for all levels of communication. The overall view of data trans- 
mission control can be seen In Figure 1-6. The characteristics of data 
transmission on the FI can be described In both functional and operational 
terms. Figures 1-7 and -8 show the five different layers of protocol 
affecting data flow ov<ir the FX. 

a. FX Level A concerns user-to-user protocol» I.e., process control. 
This data transfer control governs activities between devices 
as If they were directly connected. 

b. FX Level B pertains to the formatting of address, control, atd 
data to and from a DTE for interface to other DTEs. This protocol 
Is mainly f<K ^ntrol between adapters and would disappear when 
adapters 6>   . longer needed. 
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The following three layers of protocol combine to perform end-to-end 
data transmission between users on the FX. They are unique to the FI. 

c . FX Level C concerns the data link between a DTE or SAU and the FX. 
Control information for rDeration on the FX is contained in a 
device header which is attached to a blocl of data by the DTE or 
DAU. 
FX Level D consists of the LX control. A network header and 
trailer are added to the device header and data block by the LXU. 
This provides information required to control LXÜ-LXU and LXU-LXCU 
data transfers. 

d. 

DIE FI Level A 

SAU 

DT£ Data Transfer Cont-ol 

FI Level B 

s 
Adapter Control 

FI Level C 

SAU 

HUÜI 

Device-FILink 

FI Level D 

IL1CU 

LI Control 

FI Level E 

LIU 

El Control 

Flgvre 1-7. Levels of protocol, 

e. Data transfer on the El continuM uslsg the network header and 
trailer formulated at FX Lewi D« However, coMnmication between the EICU 
and EXUs is required to configure the FI Into a proper «ode of operation. 
This warrant« a separate layer of protocol - PI Level S - which pertains to 
the FI control. PI levels D end E are transparent to the user. 
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Figure 1-8.  Formats at each FT level. 
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1,4 Concerns. 

This report details the work done in the design of the Flexible 
Intraconnect capability. This section describes several concerns left 
unresolved due to time and budget constraints. 

- 1.4.1 Digital telephones. The method for encoding voice traffic 
for transmission on the Fl is currently under evaluation. The candidates are 
eight-bit pulse code modulation (PCM) encoding vs continuously variable- 
slope delta moudlatlon (CVfD). Eight-bit PCM encoding requires 64 kb/n per 
channel whereas CVSD requires 32 Vb/s with a future possibility to use 16 kb/s. 
The prlBiiry reason fcr considering CVSD Is its interface compatibility with 
the TRI-TAC system, which uses CVSD exclusively. PCM, however, has advantages 
in certain telsphone operations such as conferencing due to its linear 
companding characteristics, and the possibility of future bandwidth reduction 
by evolution to linear predictive coding (LPC). 

1.4.2 Full-duplex transmission on the El. The £1 will use multichannel 
fiber optic wave guides in a star configuration to route data between TAF 
shelters. As envisioned» separate links will be provided to and from a 
shelter with the data tent simplex. Consideration should be given to 
implementing a full-duplex cooBunication system on a single channel set of 
fiber optics. 

1.4.3 Star coupler. The proposed system uses an active electronic 
star coupler to receive data from any one of 63 EIUs and transmit to all 
EIUs. With the maturing of fiber optic technology, it will become practical 
to use a passive fiber optic star coupler as the transponder. 
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1.4.4 High-speed data transmissions on the El. Traffic analyses 
indicate a requirement for 200 Mb/s transmissions between TAF centers. 
State-of-the-art investigations of fiber optic technology suggest a maximum 
transmission rate of 50 Mb/s per optic fiber.  Accordingly, the preliminary 
design multiplexes the 200 Mb/s data onto four fiber optic wave guides. 
As fiber optic technology matures, consideration should be given to using 
the high theoretical bandwidth of fiber optics to transmit and receive data 
on a single wave guide. 

1.4.5 Transmission security. One of the reasons for the selection of 
fiber optics as the medium for transmitting data between TAF shelters was 
the lack of vulnerability to tampering, breach of privacyt and intentional or 
unintentional jamming.  However, to meet present C0MSEC requirements, 
encryption-decryption equipment have been included in the preliminary design 
of the El links. To preserve traffic-flow security, pseudo-random noise (PSN) 
data - at the actual data rate - has been placed on the fiber optic links 
during data-null periods so that the links present a constant degree of 
apparent traffic to an eavesdropper. Further effort should be made to 
determine the actual resistance of fiber optics to intrusion to determine 
actual needs for COMSEC dqulpment and procedures. 
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2.0 SYSTEM REQUIREMEHTS 

2.1 FI requirements sunmary. 

The purpose of requirements analysis is to provide a framework for de- 
signing the intraconnect system. Elements of interest are a definition of the 
equipment configuration in each TAF operational environment, and a determina- 
tion of types and quantities of traffic the intraconnect vill be required to 
carry. Analysis of the first element results in a definition of systee con- 
figuration concepts, and the second in an analysis defining traffic flow with- 
in the TAF centers for each concept. 

The fclexibl«: IntrÄcennect concept must satisfy the requirements of TAF 
systems in the present and near term« as well as those in the future thrmtgh 
the year 2000. To account for changes in equipment complements, functional 
needs« and traffic flow resulting from technological developments expected 
during this time, five SCCs have been postulated. Each characterizes the ar- 
chitecture of the TAF centers when employing equipment anticipated for that 
period. By this approach, the long-term requirements of the TAF can be parti- 
tioned into scenarios in which system interfaces and traffic-flow determina- 
tions can be made. The five SCCs start with the configuration existing pres- 
ently and then proceed through that postulated for 1990-2000. 

A traffic analysis has been done for each SCC. The Flexible Intracon- 
nect will carry traffic between and within shelters at a TAF center. Thus, 
intershelter and inttashelter traffic U of interest in this analysis.  Inter- 
center traffic is of interest only in it» contribution to intracenter traffic 
flow.  It should be recognised that previous traffic analyses for TAF centers 
have not extended to the inter or intrashelter level; these studies having ex- 
amined inttrcenter cosmunications only. Results of these earlier traffic 
analyses have been used as a starting point for this analyeis. 

2.2 Op^racional scenarios. 

System Configuration Concepts (SCC). In determining the present ne^ds 
for information transfer ratas and traffic types, a basic system using 407L 
squipmsnt was astsblishmd serving as a point of referanca for later config- 
uration«, two wall aatablishad concepts beyond the basic 407Wqulppad TAF 
system were defined by projseeing an anticipated evolution of the TAF system 
basad on procuramsnt plans already in progress and on plannad procurements 
of equipment under developmant. 

Two additional concaptt ware definsd that employ equipment not yet de- 
veloped. These were defined on the baeis of information gathered from docu- 
ments supplied by the Air Force and fro« studies undertaken by Hartin Marietta 
and show the potential growth of technology to the year 2000. 

These five TAP SCCs (Table 2-1), one bsseline end four evolutionary coo- 
figuratioast provide the beais for the requirements of s Flexible Intraconnect 
design. The 407L baseline model wss derived from s similar model in Annex A 
of the TAFIIS Hester Plan, Feb 1976, and from TAFUS Co—nnicstion Annex E, 
Fab 1976. 
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TABLE 2-1.  SYSTEM CONFIGURATION CONCEPTS (SCC) DEFINITIONS 

i SCC-1 Present-1980 

Classical TAP Configuration 

407L Equipments 

SCC-2 1980-1985 

48GL Equipment Improvements 

Adds DCS and WUMCCS Interface 

Introduces DC/SR (TIPI) and PLSS 

JTIOS 

SCC-3 1985-1990 

TRI-TAC Equipment Phased In 

SCC-4A 1990-1995 

Intracenter Computer Bus With Distributed Processing 

Intercenter Computer Links 

Remoted Radars 

Increased Communications Loading on JTIOS and 

TIPI (EW, ID, GTSC Functions) 

SCC-48 1995-2000 

Integrated Bus and Circuit Switch 

Distributed/Netted Radars, Radios and Sensors 

The Systea Configuratioo Concepct art deployed in two roues of accivityt 
the coabat end the be«e ton««. Figure 2-1 •ho*re SCC-1 in relation ro theee 
zones. SCC-1 ueet current inventory 407L equipments end consisting of COMH 
centen for the eir fore« coaponent heedquertert (AFCH), tACC» CEC, two CBPs» 
four Pervsrd Air Control Posts (FAC?s)9 four (ASftts), two Direct Air Support 
Centers (DACSs), two (TACPs), mad  eight swltiwing Tactical Air Bases (TABsK 
The APCH, TACC, Airlift Control Center (AIIC), and Tactical UserMr Analysis 
Center (TVAC) are seperete, but collocated, elements of the TAF. 

! • 
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SCC-2 was developed by adding 485L equipment, Tactical Information Proc- 
essing and Interpretation Display and Control/Storage and Retrieval (TIPI 
DC/SR), Joint Tactical Information Distribution System (JTTDS), and position 
Location Strike System (PLSS) to SCC-1.  SCO-2 also includes DCS and Worldwide 
Military Command and Control System (WWMCCS) external interfaces. 

SCC-3 introduces the TRI-TAC family of equipment into the Tactical Air 
Command (TAG)- TRI-TAC provides TAG with automated technical control, auto- 
mated switching, secure transmission of voice and data, digital transmission 
facilities, and automated system control. 

In SCC-4, two concepts, SCC-4A and SCC-4B, are postulated. For SCC-4A, 
TAG centers reUiin their identity and functions as defined in earlier SCCs but 
include both intercenter and intracenter computer exchanges not found in ear- 
lier concepts. SCC-4A also accommodates greater coanunication loads at the 
centers caused by additional contingents of electronic warfare, identifica- 
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tion,  ground target surveillance,  and strike control  forces.     In addition,  the 
AN/TPS-43 radar is remoted  from the control and reporting center and post 
(CRC/CRP)  and includes a decoy.    SCC-4B is a concept in which TAC functions do 
not necessarily reside  in the sane centers as in the previous SCCs.    Functions 
of circuit switching and channel reassignment as previously performed by the 
AN/TTC-39 and communications node control element (CNCE) are integrated and 
concepts of distributed networks of radios,  radars,   and sensors  is introduced. 
SCC-4B expands  the concept of computer-to-computer data communications  from 
that in SCC-4A. 

In the following paragraphs,  the equipment configurations for each cen- 
ter analyzed are summarized for the  five SCCs.    The centers are described in 
more detail in Phase I,  Task I Final Report, OR 15,042 Volume II. 

2.2.1    Present centers. 

2.2.1.1    SCC-1 - baseline concept.    SCC-1 a classical deployment of ma- 
jor elements of the Tactical Air Control System (TACS), employ equipment pro- 
cured under the 407L program (Fie.  2-2). 
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Block diagram of AFCH/TACC node for SCC-1. 
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In SCC-1, voice communication is the prime mode for information flow. 
Record conmrunication is provided by teletypewriter (TTY) units at the 
AFCH/TACC with TTY circuits to the TAG units for fragmentary (FRAG) order 
transmission. Target tracking and identification data are transferred between 
the CRC and CRPs via TADIL-B data links. Ground-to-air radio nets are provid- 
ed at each TAGS element, airlift, element, and tactical unit operations center 
(TUOC) as required. Primary long-distance voice and record communications be- 
tween each of the major Air Force elements are by means of wideband radio sys- 
tems when required distance and terrain criteria can be met. High-frequency, 
single-sideband (HF/SSB) radio links are used when terrain or distance pro- 
hibit the practical use of wideband radio, or as a limited backup of the wide- 
band links. 

Tactical air bases are not treated as a single element for the intracon- 
nect bus plan in this study even though a large number of telephones may be 
encountered at a multiwing air base. The air base has a group of elements de- 
ployed to support the TAF. These elements were reviewed and found to perform 
generally as isolated and independent operation functions with a limited re- 
quirement for high-density communication between them. Two  of the elements, 
the ALCE and TUOC, were selected because they were focal points for the TAB 
operations and interfaced directly with the TAGS. A third system, the Tacti- 
cal Air Base Weather Station (TABWS), is fully represented in the analysis of 
the TWAC. 

In the baseline system, four ASRTs are deployed, one collocated with 
each FACP, taking advantage of the FACP long-haul communications to interface 
with the CRC or a CRP. 

The DASGs and TACPs provide organization equipment and personnel through 
which air support requirements of the ground forces can be identified, proces- 
sed, and controlled. These elements (especially the TACPs) must move with 
Army counterparts requiring a high degree of mobility. Battalion-level TACPs 
are manned with forward air controllers (FACs) to provide air liaison, advice, 
and integration of close-air support (CAS)« The baseline (407L) TAF deploy- 
ment consists of the following major elements: 

a. Air Force Component He&dquarters/Tactical Air Control Center 
(AFCH/TACC); 

b. Tactical Weather Analysis Center (TWAC); 
c. Airlift Control Center (ALCC); 
d. Tactical Unit Operations Center (TUOC); 
e. Air Lift Control Element (ALCE); 
£, Control and Reporting Center/Control and Reporting Post (CRC/CRP); 
g. Forward Area Control Post (FACP); 
h. Air Support Radar Team (ASRT); and 
i* Direct Air Support Center (DASC). 

2.2.1.2 Air Force Component Headquarters/Tactical Air Control Center. 
AFCH, comprising the command section and various staff groups, is responsible 
for planning, coordinating, and supervising activities pertaining to perfor- 
mance of the TAF mission. In the baseline configuration, the AFCH is physi- 
cally located with the TACC and shares a common cooaunications system. Conou- 
nication traffic loading of the AFCH is included in the TACC traffic analysis 
since the TACC is the air operations center for the AFCH, (Fig. 2-2). 
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The TACC is the center of air operations under the command of the AFCC. 
The TACC plans, directs, coordinates, and controls the deployment of tactical 
air operations and supervises air control functions to provide centralized 
control and direction within a TAGS. In accordance with the air operations 
plan provided by the AFCH, the TACC establishes the preplanning associated 
with tactical missions. This mission preplanning enables the TACC to monitor 
current air operations and assign allocated resources under its command to in- 
coming requests for various air operations. 

The TACC prepares and issues detailed orders for force deployment and 
monitors the execution of these orders, adjusting to meet established objec- 
tives. The TACC is organized into two functional divisions: Current Plans 
and Current Operations. Under the direction of each division are a number of 
branches; each responsible for the execution of a TACC function. 

The baseline deployment of the AFCH/TACC consists of two AN/TSQ-92 Oper- 
ations Centrals, an AN/TTC-30 Automatic Switch, an AN/TSC-62 Technical Control 
Facility, an AN/TGC-26 Form Tape Relay, two AN/TGC-27 Teletypewriter Centers, 
an AN/TRC-87 UHF Radio, six AN/TRC-60 HF Communications Centrals, seven 
AN/TRC-97A Troposcatter Radio Sets, and supportive elements for equipments and 
personnel. 

2.2.1.3 Tactical Weather Analysis Center. TWAC is an operational unit 
of the TACS normally located at the AFCH/TACC to provide weather data proces- 
sing for the TAF. It provides raw data to and receives tailored weather in- 
formation from the Air Force Global Weather Centrnl (AFGWC). The TWAC trans- 
mits weather information to the TAB local weather centers including data from 
external sources. Weather information is also transmitted to the CRC, CRP, 
and DASC. 

The TWAC defined for SCC-1 consists of two forecasting modules, one ob- 
serving module, one radio intercept module, and two maintenance modules (Fig. 
2-3). 
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Figure 2-3. SCC-1 tactical weather analytit center. 
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2.2.1.4 Airlift Control Center.  ALCC, the senior airlift element of 
the TACS, is collated with and subordinate to the TACC, and performs all air- 
lift scheduling and coordinating for the commander (Fig. 2-3). 
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1       AN/UYA-7 
j       MDT 

r                          i] 

i     TRC    I 
1     146    1 
!     HF      1 

w TO ALCE 

Figure 2-4. Air lift control center. 

Deployment of the ALCC depends upon the airlift operation size. For ef- 
forts involving less than two airlift squadrons, five to seven Military Air- 
lift Command (MAC) officers will occupy desks in one corner of the TACC. For 
operations involving more than two airlift squadrons» a separate ALCC shelter 
(AN/TSQ-93 operations central, medium) is deployed. AN/TSQ-93 contains a man- 
ual switchboard (AN/TTC~32) that interfaces with the TACC AN/TTC-30 automatic 
switch. There are 24 operator positions in the operations central. The 
AK/lJYA-7 and associated HF radios (AN/TRC-146) are located in a separate shel- 
ter adjacent to the operations shelter. 

2.2.1.3 Tactical Unit Operations Center. TUOC is the operational cen- 
ter of the TAB headquarters where which opeiations concepts are translated in- 
to tactics and mission plans for the application of air power. It provide*. 
the link through which operational orders are received, information is dis- 
played, and command directions are dissminated at air bases. At this center, 
detailed route selections and timeing are decided, air crews are briefed and 
debriefed, and initial mission reports are prepared and dispatched. The TUOC 
shares the air base communication equipment. (Pig. 2-5). 
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Figure 2-5. SCC-1 TUOC (sharing-TAB communication system). 

The baseline TUOC is limited to a manual mode of operation. Through ex- 
isting TTY, base comnunication centers, or direct dedicated and common-user 
voice and UHF/VHF/HF circuits, the TUOC receives daily FRAG orders, intelli- 
gence, weather, airfield status, maintenance, and other information regarding 
the operation mission within its area of responsibility. Since the TUOC is 
concerned with information to the TACC/ALCC, this facility is required to 
maintain current status of capabilities of subordinate tactical units served. 
This information is forwarded to the TUOC via voice and teletype circuits for 
subsequent transmission to the TACC/ALCC. 

2.2.1.6 Airlift Control Element. ALCS is a self-contained module pack- 
aged in s single air-trsnsportable expandable shelter and deployed beside the 
runway of a TAB in ;he airlift on-load or off-load areas. From this position, 
ALCE personnel coordinate and control all local airlift operations, including 
aerial port units and cargo handling teams. ALCE is directly subordinate to 
the ALCC and is the XACS element through which the AFCC maintains control of 
assigned airlift forces and ensures their effective employment. ALCE reports 
loading status to the ALCC via the AN/ÜYA-7 and the AK/TRC-146 radio. When 
available, a voice network via the TAB switchboard is provided for backup c< 
munications. 
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Communications for the ALCE are all self contained and organic to the 
ALCE shelter, (Fig. 2-6). Landline connectivity to the TAB switched-voice 
network is used for backup communication with the ÄLCC (when available) and 
for coordination with other on-base activities. The AN/UYA-7 data sets, asso- 
ciated AN/TRC-146 radios, and various ground-to-air radios are located in the 
shelter as listed below: 

AN/TRC-146 
618-T-3 
WILCOX 807 
FM-602 
AN/ARC-164 

QUANTITY 
2 

2 
2 
1 
2 

USAGE 
HF-data 
HF-SSB voice (ground-to-air) 
VHF-AW voice 
VHF-FM voice (ground-to-air) 
UHF-ÄM voice (ground-to-air) 

A 
L 
C 
E 

NOTE: SCC-2 AND -3 - NO CHANGES 

VHF-FM VOICE 
AIR/GROUND 

- 2 NETWORKS 

.UHF-AM VOICE 
AIR/GROUND 

,VHF-AM VOICE 
AIR/GROUND 

- J NETWORKS 

.HF-SSB VOICE 
TO TACC/ALCC AND A/6 

- 3 NETWORKS 

.HF DATA DIRCUIT 
2^00 BPS TO ALCC 

- 1 NETWORK 

Figure 2-6. SCC-1, -2, -3 transportable airlift control element. 

2.2.1.7 Control and Reporting Center/Potts. The CRC and the CRP are 
operational elenents of the TACS. In the hierarchial structure of the TAC3, 
the CRP reports to the CRC, which reports to the TACC. The CRC is the prime 
control and surveillance radar facility directly subordinate to the TACC. It 
is assigned an area of responsibility and it supervises the activities of 
subordinate radar elements and furnishes appropriate data to the TACC and the 
DASC 
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In SCOl the maximum configuration of the CRC is as defined in the de- 
ployment described in Figure 2-7. The CRC provides tactical mission control, 
navigation and air rescue assistance^ and threat warning to friendly air- 
craft. The Air Traffic Regulation Center (ATRC) within the CRC acts as the 
primary Air Force agency for traffic regulation in the airspace control area. 
The CRP augments the CRC by extending radar surveillance and airspace control 
capabilities. If the CRC is not operational, a CRP assumes the primary func- 
tion of the CRC. 

AN/TPS43E 
3D RADAR 

AN/UPX-23 
IFF INTERROGATOR 

AN/TGC.28 
TTYCOMM 
CENTER 

© 
AN/TSQ-91 
OPERATIONS 
CENTRAL 

© 
® 

©_ 

© 
AN/TSC.62 
TECH CONT 
FACILITY 

AN/TTCSO 
AUTOMATIC 
SWITCH 

® 

© 

(sT 
© 

CRC 
SUPPORT 
UNITS 

AN/TRC.97A 
TROPO RADIO 
(7) 

^G/C 

AN/TSC-60 
COMM CENTRAL 
HF RADIO 
(4) 

S* i/Q 

AN/TRC-S? 
UHF RADIO 
(3) 

^G/A 

O INTERCONNECT 
IDENTIFIER 

( \ NUMBER OF 
DEPLOY ABLE UNITS 

Figure 2-7. SCC-1 Control and Reporting Center (CRP). 

The CRC, an operational element directly under the TACC, uses control 
radars integral to it, and subordinate elements to collect information on all 
air activities within radar and radio range. This information is then dis- 
played, evaluated, and disseminated throughout the TACS. Within its area of 
responsibility, the CRC provides defensive and offensive mission control, 
navigational and air-rescue assistance, threat warning fur friendly aircraft, 
and the means for air traffic regulation and identification. 

The AN/TSQ-91 operation centers used at a CRC/CRP arc developed from 
modular transportable packages» which when deployed, form an operations room. 
The maximum configuration for a CRC/CRP will use three console modules (CM), 
one data processing module (DPM), one ancillary equipment module (ASM), three 
group diaplay modules (GDMs), and two air conditioning modules (ACMs). The 
CM contains four multipurpose display console«, four associated technician 
stations, and sufficient electronics to integrate with radar, communications, 
and data display equipment. 
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The AN/TRC-97A is  the tropo radio set used to interconnect nodes pro* 
viding the ground-to-ground transmission ne^vork. 

The AM/TSC-60 is an HF communications central. 

The AN/TRC-87 is the UHF radio central used for ground-to-air coranuni- 
cation. 

2.2.1.8 Forward Area Control Post. The FACP is a mobile element that 
operates close to the forward edge of the battle area (FEBA). Subordinte to 
the CRC or CRP, it is used to extend radar coverage. The baseline system em- 
ploys four PACPs, each with an ASRT collocated. The ASRT shares the FACP 
communications and appears at he same node in the traffic analysts, Fig. 
(2-8). 

AN/TPS-4i 
(3D RADAR) 

AN/UPX-23 
IFF INTERROGATOR 

® ® 

AN/TSQ-61 
OPERATIONS 
CENTRAL 

AN/T$C-53 
COMMUNICATIONS 
SET 

HF G/G 

VHF, UHF 6/A 

LANDUNE TO COLLOCATED ASRT 

Figure 2-8.    SCC-1 and SCC-2 Forward Air Cootrol Poat  (FACP). 

In this study,  the surveillance and control radar used is the 
AN/TPS-43E (three-dimensional,  S-band tactical radar).    It is also assumed 
that the AH/TSQ-61 Operations Central la modified by installing the AM/TPS-43 
radar interface equipment and the associated displays and IFF (identifica- 
tion-friend or foe) systems. 

2.2.1.9   Air Support Radar Team.    ASRT ia a mobile system equipped with 
a precision radar to provide all-weather guidance for tactical atrike air- 
craft against ground targets.    A television (TV) camera ia mounted on and 
aligned with the radai  antenna for boresignting the system and viaual track- 
ing «hen feasible.    Tta system provides positioning capability for reconnais- 
sance  md airlift aircraft over predetermined coordinates via UHF radio uaing 
voice and tones for guidance. 
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The baseline ASRT is deployed in Che forward combat area in proximity 
Co the FACP. The ASRT also shares Che long-haul connunicaCions radio of the 
FACP. ASRT is a ground-radar instrument borbing and guidance system with 
precision terminal guidance capability for providing range» altitude, and az- 
imuth instructions to tactical aircraft. The ASRT can control close air sup- 
port aircraft under all conditions of weather and visibility. 

Basic components of the TPB-1B/C system (Fig. 2-9) are the radar, oper- 
ator console, conmunications, TACAN, and computer. These components are: 

a. 

b. 

Precision I-band radar (8.0 to 10.0 GHz) is capable of automatical- 
ly acquiring and tracking beacon-equipped aircraft; the TPB-1C can 
also skin track. 

Operator's console has panel switches for input of target coordi- 
nates, ordinance type, meterological data, and acquisition sector. 
The panels also display real-time aircraft position data and guid- 
ance parameters. A plot board displays current aircraft position 
relative to the radar and/or target. 
Two UHF radios (AN/ARC-164) are used for voice communications, and 
voice and tone guidance to the aircraft. 
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GUID & NAV TRACK 

i  i  4 
BORESIGHT & 
VISUAL TRACK 

TACAN 
GUIDANCE 
TRANSMITTER 

I BAND 
RADAR TV CAMERA 

® 

G/G & G/A 

VOICE/TONE 
GUIDANCE 

MRC 107/108 
UHF. VHF. HF 
RADIOS 

L^® 

AN/TPB-1 B/C 
RADAR BOMB 
DIRECTING SET 

TENT & FIELD 
AREA TTY & 

1 PHONES 

A 

®  r L/JiDLINE TO 
COLLOCATED FACP 

Figure 2-9. SCC-1 Air Support Rmdar Team (ASRT). 

ASRT it fiomally deployed with the AN/MRC-107/106 Mobile Comnunicetions 
Central to provide coonunicationi for independent esployment or backup. When 
operating independently» the AN/MRC-107/108 cooBunicationt interface is with 
the CRC/CRP/PACP to relfiy air tasking orders fro« the TACC Current Plans Divi- 
sion and to provide track handoff exchanges. Aircraft positioning information 
is transmitted to the aircraft under ASRT control via UHF (two each 
AK/ARC-164) radios, or VHF/FM from the AN/MRC-1Ü7. the ASRT is only capsble 
of troposcatter radio communication when collocated with another facility hav- 
ing this capability, such as the FACP in the SCO-1 deployment. 

2.2.10 Direct Air Support Center. DASC is a mobile, air transportable 
element designed to operate with the appropriate Army Tactical Operations Cen- 
ter (TOC). It is normally collocated with an An^r corps or division conduct- 
ing independent operations, while receiving and coordinating Army requerts for 
immediate close air support, tactical air reconnaissance, and assault airlift 
missions. 

The DASC maintains direct contact with TACPs, aircraft in its sector, 
and Army elements. Requests for immediate tactical air support are transmit- 
ted over the Air Force air-request net, which extends from the TACLs to the 
DAC8. The DASC is subordinate to the TACC. 

The baseline configuration of the t*ASC is assumed to be the maximum con- 
figuration as shown in Figure 2-10. The focal point of the DASC is the Opera- 
tions Central AH/T8Q-93, which consists of three operation modules and one 
Communications module. The communications module provides technical control 
capabilities and voice TXT communications for the DASC. 
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TSQ-93 

COMMUNICATIONS 
MODULE 

OPERATIONS 
MODULE 

OPERATIONS 
MODULE 

OPERATIONS 
MODULE 

A 

1 

C 
MRC-1Q7 

UHF-VHF-HFSSB 
(6) 

ARMY CTOC 
SWITCH 

Figure 2-10. SCC-l and -2 Direct Air Support Center (BASC) 

2.2.2 Future «xilficetione, 

2.2.2.1 SCC-2 TAF autOMtlon concept, the second eytte« coofiguretlon 
concept, SCC-2 (Fig. 2*11) defines the chengee to the beeeline TAF »yscen 
brought ebout by eutoaetion in the 485L progrea, the 4284 Tecticel Informetion 
Procefsing end Interpretation (TIPI) Display Control/Storage and letrieval 
(DC/SE), the Joint Tactical Informetion Distribution Systea (JTIDS), and the 
Precision Locstioc Strike systea (PLSS). The coaannicetions iapact froa these 
systeas on the present TAG architecture is assessed. 
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Figur« 2-1U SCC-2. 

2.2.2.1.1 485L TACS «vcosAtlön. The 485L program upgrades th« present 
TAGS sytces by «utomating saamial information processing and  display capabili- 
ties in the TACC AII/TSQ~92 Operation Central, DASC AK/TSQ-93 Operations Cen- 
tral, existing ALCE and TOOC  facilities, and CRC/CRP AM/TSQ-91 Operations Cen- 
tral. The capability is provided to digitslly exchange air surveillance and 
other information with other TACS centers as well as with other services, 
i.e., the Army, Navyt Marines, and NATO. The 485L program also automates the 
Aerospace Management System (AHS) and the Automatic Radar Tracking (ART) func- 
tion, and makes various other improvements not affecting the system interface. 

2.2.2.1.2 Joint Tactinl Information Distribution System. JTIDS is a 
high-capacir.y, time-division, multiple-access coemunication and information 
distribut*^ system. It is being developed to facilitate secure, flexible* 
and jam-proof information transfer in real time among the dispersed and mobile 
units. The most significant said itnique characteristic of JTIDS is that all 
participants exchange information over a single cosaunication link. This sys- 
tem constitutes an information pool that it continuously updated by each par- 
ticipant. It will be implemented initially in large aircraft of the AWACS, 
and will be extended to fighter aircraft and other tactical snip and shore 
elements. 
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JTIDS interfaces with elements of TAC by the Adaptable Surface Interface 
Teruinal (ASIT), which can be located at any TAF center. ASITa, which have 
been planned for at least the TACC and CRC/CRP, are to interface the JTIDS 
network with the TADIL-A, TAJDIL-B, link 1, and DDL networks of the TAF, allow- 
ing interchange with TAF data processors. 

2.2.2.1.3 TIPI DC/SR. TIPI interfaces the DC/SR with the TACC (485L; 
via the DDL and TTY. The coon processor shelter in the 485L TACC houses the 
TIPI interface equipment. Teletype circuits operate at 75-band, with FSK mod- 
ulation at 1317.5/1232.5Hz. The DDL operates at 150, 300, 600, 1200 and 2400 
b/s.  In TIPI, the DC/SR comm shelter houses the modems, and crypto and line 
controller equipment, which interface with the comm processor. TIPI supports 
the following functions: 

a. Fusion; 
b. TERPE; 
c. Image Interpretation (II); 
d. Manual Radar Reconnaissance Exploitation System (MARRES); and 
e. Photo Processing and Interpretation Facility (PPIF). 

2.2.2.1.4 Precision Location Strike Subsystem (PLSS).  PLSS uses more 

than one aircraft at a tiie to locate an emitting targe, and provides Informa- 
tion to attack aircraft for homeing on targets from ccmputations supplied by a 
ground computer. A Ground Control Center (GCC) is required to collect sensor 
data from the aircraft and provide computation and fusion support. The A/G 
link is JTIDS. The GCC may be located at a TAB or a forward area. There is a 
data link to the ? CC and CIC from the GCC. The data are sent to the CRC/TACC 
for response by mission aircraft ground alert and airborne strike forces. The 
ground computer station and TACC coordinate drones instead of manned aircraft 
for certain applications. 

2.2.2.2 SCC-3, TR1-TAC equipment. SCC~3 Introduces the TRI-rAC family 
of equipment into TAC. TRI-TAC provides the transition from the predominately 
analog communication system in SCC-1 and SCC-2 to tae all-digital system ex- 
isting when the phase-in of TRI-TAC equipment is complete. TRI-TAC provides 
TAC with automated technical control, automatic switching, secure transmission 
of voice and data, digital transmission facilities, and automated system con- 
trol, (Fig. 2-12). Die TRI-TAC family comprises the following equipment: 

a. 

b. 

d. 

¥- 

Communication Hodal Control Element. The CHCE provides technical 
control functions for the transmission system and the switches ac- 
signed to it. 
Communication System Control Element (CSCB). Control of up to 16 
CNCEs is provided by a CSCE. 
Circuit switch and aessAge «witch (Ali/TTC-39). The Ali/TTC-39 cir- 
cuit switch and messeg« switch provide switching, call processing, 
and traffic control functions for digital telephone and message 
traffic. 
Unit-Level Switchboard (ULS). The UtS provides circuit switching 
and call processing of digital traffic at a lower level in the hier- 
archy than the AII/TTC-39 and has less capacity. 
ÜSAF ihort-Range Wideband Radio (SIStBS). The OHfBR provides a wide- 
band tranamissioc facility for both analog and digital transmission 
groups. It interconnects the CMOS with long-range transmission fa- 
cilities such as trope 9*4 Une-of-sight (L08) nodal radioa. 
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Figure 2-12.  SCC-3 TRI-TAC. 

When phase-in of TRI-TAC equipment is complete, the TAF centers will 
have undergone major changes. CNCEs replace the AN/TSC-62 technical control, 
AN/TTC-39 switches replace the AN/TTC-30, and the AN/TRC-170 digital tropo re- 
places the An/TRC-97 analog tropo. A CSCE is added at the AFCH, and an SWRBR 
is added at each CNCE to carry transmission groups from the CNCEs to top-of- 
the-hill radio sites.  Satellite Ground Terminals (SGT) are added at the AFCH 
and TAB with TRI-TAC multiplexers, modems, and COMSEC equipment,  the SGT may 
be used for DCS entry, which JTIDS serves as the primary surveillance net com- 
munication medium. Unit-level switches are deployed at ASRTs and FACPs, and, 
when they are collocated, ASRTs share CNCE equipment with FACPs. 

2.2.2.3 SCC-4 technology trends and potential TAFXIS architecture. 
This part of the analysis examines the impact of technology trends and poten- 
tial TAfXIS architecture, and addresses the implications of distributed data 
bases, dynamic resource allocation, graceful system degradation, and load 
sharing. The effects of the intraconnect bus in decentralising certain func- 
tions such as the CRC and mission planning are also addressed. 

Two SCCs are postulated. First is the SCC-4A, in which the TAC centers 
retain their identity and function as defined in earlier SCCs, with the SCC-4A 
having both intercenter and intracenter computer exchanges not found in earli- 
er concepts, and aceomsodating greater communication loads at the centers 
caused by additional contingents of electronic warfare (EW), identification 
(ID), and ground target surveillance and strike control (GTSSC) forces. In 
addition, the AN/TPS-43 radar is remoted from the CRC/CRP and its deployment 

includes a decoy. The second is the SCC-4B, a concept wherein TAC functions 
do not necessarily reside in the same centers as before. The functions of 
circuit swiching and channel reassignment of the AN/TTC-39 and CNCE re inte- 
grated and the concepts of distributed networks of radios, radars, and sensors 
is introduced.  SCC-4B also retains the concept of computer-to-computer data 
communication from SCC-4A. 
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2.2.2.3.1 SCC-4A integrated^switching and distributed networks of ra- 
dars, radios, and sensors. The SCC-4A concept is introduced to assess the im- 
pact of systems that are relatively new to TAG but which do not significantly 
change the architecture of the centers supporting them. This allows a more 
independent assessment of the effects of these systems on the intraconnect bus 
concept. Most systems considered here have their beginnings in SCC-3, and 
some as early as SCC-2. However, their impact on the traffic load is minimal 
until the systems are fully developed and operational in SCC-4A.  SCC-4A fea- 
tures are as follows: 

Intracenter computer busses; 
Intercenter computer links; 
EW,ID,AS and AC/GTSSC additions to TAG; and 
Remoted AN/TPS-43 radars at the GRG/CRP. 

The increase in communication and data handling loads placed on the TAG 
in SCC-4A is caused by the introduction of, or improvements to, many of the 
new functions listed in Appendix E. The most significant are categorized here 
by function. They are included to characterize the concept and provide as 
much insight as possible into the nature of a future TAF that is still mostly 
conceptual. 

Figure 2-13 shows the features of SGG-4A in the TAG hierarchy. 
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Figure 2*13.    SCC-4A. 
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2.2.2.3.1.1 Electronic Warfare (EW).  The addition of antiradiation mis- 
sile (ARM) decoys, and remotely piloted vehicles (RPVs)*vith jammers, and the 
development of electronic intelligence (ELINT) satellites and other systems 
require the addition of a complete EW management capability to TAG. Additions 
to personnel facilities and equipment capabilities will be required as well as. 
a sophisticated communication system. An EW controller will be required at 
CRC/CRP with a radar scope and access to a special EW data base. The EW man- 
agement function will be distributed for survivability. What has been per- 
formed by TIPI in the CIC will now be distributed to consoles at the CRC, 
TACC, AFCH, DASC, and TAB.  JTIDS will be used for much of the EW communica- 
tions. Therefore, the impact of the EW team on the TAG is to add terminals 
(consoles) to TABs and the CRC/CRP, add data links to control decoys and net- 
ted radars, and provide additional links from ELINT satellites and aircraft 
via JTIDS. 

2.2.2.3.1.2 Ground larget Surveillance and Strike Control (GTSSC).  The 
impact of GTSSC systems is to add a greater load on JTIDS* and TIPI data link? 
and to require increased speed and quantity of data processing. Continuous 
target tracking is a goal of the target acquisition function that, among other 
things, requires target information handoff through several zones of opera- 
ion. Referred to as "timely all-source data correlation," this requires im- 
proved speed and quantity of data handling. 

Transmissions from improved Side-Looking Radar (SLR) and the near real- 
time transmission of data from reconnaissance functions such as tactical elec- 
tronic reconnaissance/processing and evaluation functions (TEREC/TERf£), place 
increased loads on the tactical air intelligence system (TAIS) at ACIC. The 
inclusion of PLSS for stationary target location/strike, and the Multilater- 
ation Radar Surveillance strike subsystem (MRS3) for mobile targets adds to 
the lead further. The load of JTIDS and TIPI facilities for GTSSC functions 
of target acquisition, fuzing, planning, coonitment, control, and strike is 
generally within the capabilities of these systems, but it increases signifi- 
cantly as the systems are used more widely in the TAG. 

2.2.2.3.1.3 Identification. The impact of ID functions of SCC-4 follows 
the same pattern as EW and GTSSC, i.e., the systems tax TIPI resources, but 
function within the presently defined TIPI framework. TISEO, LATAR, TRISAT, 
and DMR systems are ID techniques that may be correlated to provide positive 
aircraft ID. A requirement exists for a combined identification resource 
(IDR) facility that can receive inputs from many sensors, each impinging on 
the aircraft in question, and provide ID based on the highest probability re- 
sulting from their combination. Several coobined IDR facilities will be de- 
ployed, some in forward areas, probably CRC/CRP or FACP, «nd at least one in 
the ACIC. 

ä 
% 

*Th<5 present generation of JTIDS is not expected to handle the increased re- 
quirements imposed by future systems. It is assumed that JTIDS will either 
evolve to meet these requirements or be replaced by a similar system in the 
future. 

■ ^1 
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2.2.2.3.1.4 Air Surveillance (AS) and Airspace Control (AC).  Several 
improvements have been planned for AS and AC (Appendix E), but only one is 
significant for SCC-4A: The addition of Tadil-B forward tell from the FACP to 
CRC. This is part of an automation change to the manual FACP which also adds 
computer aids, improved display, and the TPS-43E 3D radar instead of the 2D 
radar, TPS-44.  The TADIL-B link will be replaced by JTIDS in SCC-4B and the 
FACP will become a part of the fragmented, decentralized CRC concept.  The 
FACP radar may be remoted via fiber optic cable or microwave for ARM protec- 
tion. 

2.2.2.3.1.3 Communications. Communication improvements for SCC-4A in- 
clude the increased use of JTIDS, increased number of data links for TIPI 
functions, E-3A enhancements quick-strike reconnaissance (QSR), MRTT cluster 
adaptations, and remoting TPS-43 radars from the CRC/CRP and FACP. 

QSR is a system that exploits real-time imagery from an RF-4C.  In tar- 
get development, selected imagery or target information is transmitted by data 
link to a recon reporting post (RRP) at the TAB or TACC where it is analyzed, 
condensed, and relayed to the TEREC and MARKES segments of TIPI at the ACIC. 
In the strike control and reconnaissance role, the QSR RF-4D will directly 
support strike activities using coordinate transfer, laser designators, and 
target markers. The RRP will consist of a compass sight signal/receiving van 
and a TIPI auxilliary shelter thct accommodates infrared (IR) and forward- 
looking IR (FLIR) imagery transmitted over the digital data links* 

To accommodate increased digital traffic, clusters of modular record 
traffic terminals (MRTT) may be added to the present centers as required, and 
function as message centers. The MRTTs may use a modified version of the 
AN/ÜYA-7 or its equivalent. 

The AN/TPS-43E radar at the CRC and future FACPs may be remoted from the 
center over distances of several kilometers by fiber optics or microwave. In 
either case multiplexed Digitally Coded Radar (DCR) transmissions are assumed. 
Studies of DCR concepts and microwave vs fiber optics are presently being per- 
formed by the Air Force. The remoting uf radars and the deployment of decoys 
are needed to counteract the effects of antiradiation missiles. The deploy- 
ment of one or more decoys at a radar site will add additional circuits from . 
the control site to the decoys. 

2.2.2.3.2 SCC-4B distributed and netted radars, radios, and sensors; 
integrated bus, circuit switch, and channel reassignment. The SCC-4B (Fig. 2- 
14) introduces the concepts of radios, radars, and sensors deployed in distri- 
buted networks, and provides the integration of the switching functions of the 
circuit switch and CRF of the technical control facility with functions of the 
intraconnect bus. The systess introduced in SCC-4A apply to SCC-4B except as 
modified in these areas. 

Integrated bus, switch, and channel reassignment. In SCC-4B, the intra- 
connect bus provides the twitching functions that were previously performed in 
the circuit switch and technical control facility. When the intraconnect bus 
concept was introduced, these switching functions were duplicated in the bus 
and became redundant.' 
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With the advent of newly designed equipment in SCC-4B, it is feasible to 
introduce this concept and hence eliminate such redundancy at considerable 
savings in equipment.  The functions duplicated are the.circuit switch 
matrix, the store and forward switching matrix in the switch, and the CRF in 
the CNCE. The technical control functions associated with the switch and CNCE 
are retained separate from the bus.  Such functions include automatic digital 
and analog testing, traffic load control, call handling, encryption, and all 
such functions related to the traffic control of the switched network and 
transmission system. 

ALCC 

CIC 

AFCH 

TACC 

TACCCHC 

TRACK CONTROL 
UIRARIES AND 
COORDINATION 
OF NETTED RAO KM 

INTEGRATE 
CS/CRF/tUS 

OiSTRHUTED 
NETTED 
RADIOS 

FEATURES 
INTEGRATED •US/CIRCUIT SWITCH 
OISTRIIUTED/NETTED RADARS/ 
COMMUNICATIONS/SE NSORS 

NTECRATE 
CHf BUS 

\ 
OISTRISUTED 
NETTED 
RADIOS 

CRC/CRrS 

INTEGRATE 
CS/CRF/tUS 
DiSTRItUTEO. 
NETTED 
RADIOS ft RADARS 

ADO CONTROl 
FOR   NETTED 

COMMUNICATIONS/ 

NETTED 
SENSOR 
RIFORT NO 

iB&ft- 
Figure 2-14. SCC-4B. 

t 

Radars, radios, and sensors in distributed networks. In future systems, 
the trends will be toward replacing long-range radars and radios with low- 
powered, short-range systems deployed in networks having overlapping coverage 
and redundant transmission paths. This is to protect agsinst ABM attacks and 
provide self-healing characteristics when transmitter« are lost. The tendency 
toward netted sensors to provide real-time distribution of sensor dats for 
fusion purposes and dissemination to commanders and strike forces. The net- 
works of radars and radios require control links to coordinate transmissions. 
The transmitters may emit on pseudorandom schedules designed to confuse ARMs. 
Reporting links are required from the radars, radios, and sensors to their ap- 
propriate centers for coordination. JTIDS will provide the network necessary 
for real-time disemination of sensor data, strike control, and, with modifica- 
tions, may be adequate for radar track data. It is not however, expected to 
handle node-to-node eonminication trunk groups. Other radios, raiUrs, and 
control data links will therefore be required* Control of node-to-node radios 
can be sent in data orderwire overhead channels of trunk groups. 
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In the concept of distributed, netted radars, the CRC/CRP functions be- 
come decentralized into a network of FACP-size, dispersed along the FEBA.  In 
some cases where a CRC can be located far enough from the FEBA, a longer range 
radar such as the AN/TPS-43 may be deployed to coordinate track and other data 
from the network of radars.  In addition, radar transmitters may be detached 
from receivers to separate ID functions from sarveillance. EW air controllers 
may be located remotely from surveillance and require a separate radar scope 
and data base. These changes place greater loads on the interconnecting data 
links in the network. 

Radars may be located in space to provide the area coverage of a CRC or 
to aid in the ID function. The purpose of th,> ID function is to designate re- 
gions in which ID by sensor is to be performed, thus providing a coarse search 
for narrow-beam type sensor interrogation or to provide ID at great distances. 

2.3 Interfaces. 

TAF interfaces with other military systems at TAF centers. TAF centers 
communicate with each other, and each center has interfaces between shelters. 
Intersystem and intercenter interfaces are of interest because the traffic 
they carry adds to the overall load carried at a center. Intracenter inter- 
faces are of interest not only because of the traffic they carry, but from an 
electrical standpoint as well* It is the intracenter interfaces with which 
the FI must be compatible at the equipment level. Therefore, the external and 
intracenter interfaces have been analyzed from a traffic point of view and the 
intracenter interfaces have been defined at the equipment level. 

2.3.1 External and intracenter interfaces. External interfaces of in- 
terest are with the defense communication system (DCS) and the World Wide Mil- 
itary Command and Control System. Intercenter interfaces are in voice, 
TADIL-A, TADIL-B, Teletype, Digital Data Links, and facsimile. These inter- 
faces are detailed in Phase I, Task I, Final Report, OR 15,042. 

2.3.1.1 Defense Communication System (DCS). DCS provides connunication 
between the theater of operations and other parts of the world. DCS circuits 
terminate at one or more points designated as DCS entry and alternate DCS en- 
try in he tactical theater. The DCS consists of AUTOVON, AUTODIN, and other 
specialised transmission means. The logistics and personnel systems of the 
TACS use AUTODIH-conpatible communication. WWMCCS uses voice, TTY, and 
AUTODIN. 

DCS entry into the TAF is at the AFCH. The DCS AUTODIN interface at the 
AFCH is via the AN/TYC-7 MDT, and the alternate DCS entry is at a TAB. The 
AN/FYA-7 or AN/TYC-S data source terminal is the AUTODIN interface at a TAB. 

2.3.1.2 Worldwide Military Coanand and Control System (WWMCCS). WWMCCS 
automated data processing system is managed by the Joint Chiefs of Staff (JCS) 
and includes 33 medium-to-large computer systems and their associated remote 
terminals. These configurations are geographically distributed over 18 time 
zones from Taiwan to Germany. Their purpose is to support planning for the 
employment and command and control of all armed forces by the President! 
Secretary of Defense, JCS, and major commanders in the field. 
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Interface between WWMCCS and TAGS is at the AFCH. The operations con- 
trol of the AFCH/TACC is where national tasking data are received and trans- 
formed into executable plans and orders, missions are controlled, and subse- 
quent results are fed back to the national level. Presently the WWMCCS/TAC 
interface accommodates data exchange by an interim system. A remote terminal 
system (RTS) at the AFCH/TACC accesses the WWMCCS computer via a data link. 
The RTS is also accessed by AN/UYA-7 MDTs via a flexible data terminal (FDT), 
which is the ALCC-to-ALCE link. 

The 485L will replace the RFS and FDT with TDU/MDEUs connected to the DST 
at the ALOE and the DP&D module at the TACC (assuming the ALCC does not have a 
DST of its own). 

2.3.2 Intracenter interfaces.  Intracenter interfaces are those between 
equipments in a shelter and between shelters within a TAF center, which will 
be used by the FI.  In present TAF configurations, such interfaces are inter- 
connected by multiwire cabling or COAX which will be replaced by the FI system. 

Intracenter interfaces have been separated into two categories to facil- 
itate the analysis: Automatic Data Processing (ADP), and Communication (COMM) 
interfaces. 

2.3.2.1 Communication equipment interfaces. The objective of this part 
of the analysis is to identify all the interfaces between TAF communication 
devices and the Flexible Intraconnect (FI) that are essential to the operation 
of TAF equipment centers, and to define their characteristics are useful in 
the design of the FI. 

All conmunication devices which are in the present inventory, as well as 
those under development, will require adapters to interface the FI. Those in 
future devices may be designed to Interface without adapters. 

The initial step in identifying the communication interfaces is to pro- 
vide a list of all major equipment assemblages, and identify the conmunication 
devices comprising each. It is convenient to identify equipment assemblages 
by TAF centers, as each center is defined by system configuration concepts 
(SCC). Equipment assemblage complements are identified for each SCC from the 
present to 2000. This provides a convenient evolutionaly summary of all 
equipment used in the TAF over the period covered by the FI study. In gener- 
al, devices within each shelter are not herein identified. Refer to Volume 
II, Task I Final Report for identification of devics within each shelter. 

The following tables, Table 2.2 thru Table 2.6, list equipment assem- 
blage complements for the TACC, CRC/CRP, TAB/TUOC/ALCE, DASC, and FACP/ASRT. 

The term "integrated" in the tables refers to the integration of call 
processing switching, and technical control functions of the automatic circuit 
switch and nodal control element within the FI. "Netted" refers to the con- 
cept of replacing long-range radar and radios with short and medium-range net- 
works of radars and radios. These concepts are described for SCC-4E in Volume 
II of the Task I Final Report. 
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The model identifier after each shelter number is an arbitrary designa- 
tion which denotes a functional change which has been based on a change de- 
fined in the Task I Final Report. 

2.3*2.2 Critical communication interfaces. The devices within those 
shelters listed in Tables 2-2 thru 2-6 have been identified and listed 
in Phase I, Task II Final Report. The result is a list of all the important 
communication interfaces for all centers and all SCCs. The interfaces which 
are known to be critical because of their common usage or signal characteris- 
tics are identified. 

TABLE 2-2.  TAC EQUIPMENT/SHELTER BY CENTER TACC 

Equtaratnt/Stelttr SCC-1 $CC-2 SCC>3 SCC-4A JCC^L 
Current Ops 
Current Plans 
AutoR«t1c Switch 
Tech Control Ficility 
Ttletypc Center 
Torn Tipe Reley 
DtU Proc A Display 
CoMounlcetlon Processor 
JTIDS ASIT 
TROPC Radio 
HF Radio 
UHF Radio 
SRWBft 
Satemtc Gmd Term (S6TJ 
Los Radio 
Syste« Control El««ent 
AFCH Support Processor 
Oro«e Control Fac Proc 
(F)Recoft Reporting Pott 
Operation Central. ALCC 
HOT Suiter, ALCC 
Forecasting Nodwle A. TMC 
Observing Module 8. TMC 
Radio Intercept Nod C.TMC 
Radar 

AN/TSQ-920 
AN/TS0-92(2 
AJ1/TTC-30 - 
A«/T$C-62 - 
AN/T6C-27 - 
AN/TGC^26 - 

AN/TRC-W 
AN/TSt-60 - 
AN/TRC.87 - 

AR/TSO-93 
AN/UYA-7 - 
THO-28 -« 
TCC-7« — 
TCC-77 
TPS-«7 — 

AN/TSQ-92(A1) 
AII/TSQ-92(A2) 

/Ui/TSQ-WCBl] 
AN/TS0-92(B2} 
AR/nC-39   
AN/TSQ-111 — 
AN/TGC.28   

AM/TSQ-92(C1) 
AH/TS0-92(C2) 

A«/TSQ-92(D1) 
AN/TSQ-92(D2} 

Integrated 

48SL DPID 
♦85L CP - 
ASIT   

AN/TRC.170 
JTIDS Tern —■ 

SRUBR   
AH/TSC-85 - 
AN/GRC-144 
AR/TYO-16 - 

Matted Radios 

AK/TSQ-»3{A) AR/TS0-93(BJ 

Proc I 
Proc 1 
FRRP — 

Ta-77(A) 

NOTE: Sana shelters are «odlfltd fro« one Stt to another to accewodate functional changes. Thes« 
■edifications are distinguished In the table by an arbitrary det1g*it1on In parentbeses fol- 
lowing the equlpaent nowmclature. A description of equlpaent In each shelter by SCC «ay be 
found In Phase U  Task I. Final Report. OR 15.042, April 1978. 

TABLE 2-3. TAC BQOIPMEHT/SHELTER BY CENTER CRC/CRP 

toaMttUiitüg 
Operations Central. OPN 

Operations Central. AFN 

NPC. OPN 
NPC. AEN 

Tech Control F«cnit> 

AwtoMtlc Switch 

m COM Center 

Reder 
Trou Red lo 
NT Radio 
uMf Radio 
&/6 Radio, A«y 
JTIDS 

Satellite Crewnd Temlnal 

mm 

JLLL 
TSO-tl • 

TS0.91 

TSC-tt 

nc-jo 

TtC-t8 

Tn-4S — 
TRC-97A 
TSC-40 — 
TIIC^7 «- 
TJ.C «t/70 

M* 

TK-10. OPN 
TYC-10, A£N 

J£i.-J- 

Tso-n 

T7C-Jf 

TiC-170 

JTiOS ASIT 

JSUL 

Z)i 
OCR 

JTIOS Tom 

TSC«  

jo^L 

Integrated 

mtted Radios 
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TABLE 2-4.  TAC EQUIPMENT/SHELTER BY CENTER TAB/TUOC/ALCE 

EaüaneakSalliE S££d ^-2 JCCO. SCC-4A SCC-48 

Operation, TAB, ALCE. TUOC 

Data Source Term TUOC/ALCE 

Data Set 

HF Radio, TUOD 

HF Radio. ALCE 

VHF Radio. ALCE 

UHF Radio. ALCE 

VHF Radio. ALCE 

HF Radio. ALCE 

Tropo Radio 

Technical Control 

Automatic Switch 

Satellite Ground Term 

(F) Reco» Reporting Post 

SRU6R 

Teletype Center 
Mobile Data Terminal 
Data Processing i  Display 
Con Processing 

JT1DS 
PLSS Gnd Control Center 

Conflg A 

UYA-7   

PRC-153 — 

TRC-146 — 

FM 602   

ARC-164 — 

WILCOX 807 

618T-3   

TRC.97A — 

TSC^62   

TTC-30   

TGC.27 - 

AN/TYC-7 

Conflg B 

DST   

Conflg C 

TRC.170 

TSQ-lll 

TTC-39 - 

TSC-85 - 

SRWBR 

Conflg D 

FRRP 

DPiO 

CP - 

ASIT 

6CC 

JTIOS 

JTIOS 

JTIDS 

Netted 

Integrated 

JTIDS Term 

6CC 

TABLE 2-5.    TAC EQUIPMENT/SHELTER BY CENTER DASC 

EgulpwenVShelter SCC-1 SCC-2 SCC-3 SCC-4A SCC-»B 

Operation Central 

Data Source Ttmalnal 

HF Radio 

Tropo Radio 

UHF,  VHF Radio 

Automatic Switch 

Technical Control Facility 

JTIOS 

TSO-93 

TSC-60 - 

TRC-97*- 

TS0-93{A) 

OST  

TSQ<93(C) TSQ-93(0). 

TRC.170- 

KftC 107/106. 

ULS 1 

TSQ-lll i 

Netted Raolos 

Integrate«! 

JTIOS Term 
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TABLE 2-6.  TAG EQUIPMENT/SHELTER BY CENTER FACP, ASRT 

Egylpwynt/SheU^r SCC-1 SCC-2 $CC>3 SCC-4A SCC-46 

Radar. FACP 

Radar, ASRT 

Operation Central, FACP 

Technical Control, ASRT 

Technical Control, FACP 

Radar Bomb Diverting 
Set, ASRT 

UHP, VHF, HF Radio 

Tropo Rad^'o 

TPS-43  

I.Band— 

TSC-61  

AN/TSC-53- 

TPB-1 B/C 

MRC 107/108 

TRC-97A  

TP$-43(A) 

TSC-61(A)  

Conflg A   

TSC-53(A) — 

TPB-1 B/C(A). 

TRC.170 *} 

PARS 

-i^ 

:} Integrated 

JTIDS< 

2.3.2.3 ConBunic«tion interface by functional type«. These signal« can 
be grouped into five major functional types: 

a. Low-Speed Serial Data - 32 Kb/j or less, e.g., Digital Voice TADIL A, 
B, TTY; TH  Coonunication Control; 

b. High-Speed Serial Data - Digital Groups at rates greater than 32 
Kb/s, e.g., DCM; 

c. Analog Voice - 4 KHz Telephone; 
d. Analog Signals - Special Purpose Analog, e.g., Radar, TV, etc.; 
e. Control Lines - Special Purpose Control, e.g., COMSEC, ADT, PDS, CRF, 

etc.; 

Groupings were chosen vith the design of adapters in aind. It aay be 
possible to provide one type of adapter for each of the five functional types, 
thereby simplifying the design; or, sore practically, a group of closely re- 
lated adapters may be necessary to meet the requirements of all the signals 
comprising a functional type. Figure 2-15 sho*rs the adapter functional types 
interconnecting vith the FI through the FI standard interface. 

For each of the functional types, a number of signals have been selected 
as representative of that type of signal. These are shown in Table 2-7. 

In selecting signals, an attempt was made to cover the widest range of 
characteristics with as few signals as possible. These representative signalt 
were then analyied, and their interface characteristics were defined in Table 
2-8. 

Table 2-8 lists a minimum set of interface signals including the major- 
ity of the characteristics of all those TAF coominicatioo deivces of interest 
to the FI. In Task III, the design of the coemunication adapters will be 
based on this set of interface signal requirements. 
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# 

FLEXIBLE 
INTRACONNECT 
BUS 
(LIU) 

ADAPTER FUNCTIONS 

LSSD 

HSSD 

AV 

AS 

CONTROL LINES 
AC, DC, P 

MIL-STD-188-100 
MILSTD-188114 
RS-232-C 
RS-449 
ICD002 

MIL-STD.188-100 

SPECIAL PURPOSE 
ANALOG RADAR, 
TV, ETC. 

SPECIAL PURPOSE 
CONTROL 
COMSEC, ADT, FDS, 
CRF, ETC. 

Ft STANDARD INTERFACE 
i 

Figure 2-15*    Coomnleaf.ion adapter  functiona. 

TABLE 2-7.    COMMUNICATION IKTERFACES BY FUNCTIONAL TYPES. 

These «re representative signal types that will be given special consideration in establishing 
requirements for communication adapter design in Task III. 

Analog Voice 

Telephone. TA-720 
Telephone, TA-341 
Telephone, TA-312 
Modem, TAOIL B 
Nod«B. TTY, TH-e5 
Node«. DOL. TO-1089 
20 Hz Rlr^er 

Low-Speed SerUl Data 

OSVT (ONVT) 
Data Adapter 
Yinson, ICY-S8 
Seeley LK6, TSEC-ICG-M 
Telt*etf7 Coaibiner 
Teletype Machine. AN/uGC-41 
Voice-Frequency Telegraph 

Keyer/Coftverur {VFTK/O 

High-Speed Serial Data 

Trunk Group Mux 
Hatter Group Mux 
TED, KG-81 
Loop Group Mux 

Control Signals     AC, DC, Pulsed 

Fault Detection Subsystem 
CP Status Panel (CPSP), IP-1222/T 

Analog Signals 

Video Signals, Height, SIF, fPi-43 
Tone. 100 KHz 
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TABLE 2-8.     CRITICAL COMMUNICATION  INTERFACE CHARACTERISTICS - 
REPRESENTATIVE TYPES. 

INTERFACE 

PREOUEWCV CIRCUIT APPEARANCE IPfCIAL CHARACTERISTICS 

TtME CRITICAL FEATURES 
FREQUENCY RESPONSE. 
■IT RATE RiSC TIME 

4W 2W, OAL^JNOAL. Hl LL 
DUPLEX. 1. ETC. 

FORMAT. MODULATION 
PERK» 

TELEPHONE. TA 720 

TELEmOWE. TA Ml 

«KMl 

4KHt 

4 WIRE. FULL DUPtEX 
4 LIME OR 0 LINE TO 
RADK) 

4-WIRE. 4-LtNE 
FULL DUPLEX 

DTMF SIQNALLINO DC 
FMANTOM LOOP OR AC 
OUPVR. 

DTMF OlONALLiNQ DC 
•HANTOM LOOP OR AC 
OUPVR. 

MINIMUM TIMEOUT Of TWO EN 
SUPERVISORY SIONALLNM 
FUNCTIONS IS 2.0 SECONDS 
ASSOCIATED WITH WAtTlNG 
FOR END OF SEIZE TONE. 
END OF RMQ TR» AND 
OTHERS. 

TELEPHONE. TA 312 4KHt } WIRE. H DPX S10NALLINQ: 
LOCAL OATT. 

20HiOOV 
COMMON OATT. 

40VOC00MA 

MOOtM, TAOIL A omws, 
22WM 

HALF DUPLEX. OAL 
own 

OUAtt ANALOG PHASE 
QUADRATURE MOO 

MODEM, TAOIL-t 1200. 70. 100. 
300.000 0/0 

FULL DUPLEX. OAL 
000 n 

CONTWUOUO FSM 
1580 HHM) 2100 HtiS) 
1300 Ht(M) 1700 Hi«l 
TIDP MOO FORMATS 

MODEM. DDL. TDIDM 1200. 70. 100. MO 
ooo o/i 

FULL DUPLEX. OAL. 
ooon 

DDL MOG FORMAT. 
ASCH SVNCMIDNOUS FSt 
1300 Ht<M| J«<S8 HitS) 
1300 Ht(M» 1700 He»» 

MODEM, DOW 014 
MOOfk 

100 0/0 TO r K0/I 4 WIRE FULL DUPLEX 
LINE tlOi: UNOAL. DM 
EQPTStDEOAL. NRZ 

DOM FORMAT OINARV 

MODEM. TTV. TH •§ TBOAUO FULL DUPLEX ■ MIL fTD 
100C 

QUA« ANALOG 
SYNCHRONOUS FSK 
1917.0 MrtM) 1232S HttS) 

ANAVPqf^MA^ 
RADAMVlOtO n.tMHiOW 10 VIDfO ONMALS 20 CHANNf U. NilOHT 

PTS. VIDEO MAP. 
PRITRKMf R. IFF/SIC. 
ACP, AND OTHtR VlOfO 

FM10NE MKMi tWMf USE WITH TADtL A AS 
TRANOMITTER CONTPtii 

VOW imD ««lAt DATA 

tomKo^ 4-WIRE UNOAL CONDITIONED Dl* 
IN4UNO StONAL 

MINIMUM TIMEOUT Of TWEEN 
SUPf RVtSORV SIQNALLINO 
FUNCTIONS 10 00 ifC 
AOOOCUTtO WITH Rf SYNC. 
FORCE CLEAR. AND CODE 
WORO RiVONSS 

DtVTIONVT) 

DATA AOATTf N 

LOOP ONOUP MUX 

70 O/t TO Sf KM 

»no«. 
»OAIOKWS 
aoAi2u« 

4WIRI. FULL OUPtiX 

4-WMIf. PULL DUPLEX 
•ALAMftAi 

MINIMUM TIMEOUT OETWEEN 
SVNCMROWUATION AND AC« 
FUNCnONO « 10 OCCOMDO 

vmaoN. Rv M 10KW8 ♦Wim. FULL DUPLEX 01« N4«AM0 OtONAL 

LKO. MO 100 0/0   » KM • WIRE. PULL DUPLEX NmiNARY »OS» Rf SYNC «WCSOURC 
ISNOTOfPlNOfNTUPON 
TRANOMISOWN DELAYS 
MOWfVf R. TMSOUT TO 
AUMM IP RttVNC CANNOT 
M ACM^VtOMUOT MCiUOf 
FlDiLAYSOPIOMOMtACM 
owfcTiOH OP nnmmmm 

2-28 



TABLE 2-8. CRITICAL COMMUNICATION INTERFACE CHARACTERISTICS - 
REPRESENTATIVE TYPES (CONCi). 

1  INTCRFACE 

FREQUENCY CIRCUIT APPEARANCE SPEOAL CHARACTERMTICS 

[ TIME CRITICAL FEATURES        | 
FREOUENCY RESPONSE. 
•IT RATE RISE TIME 

«R 2W. OAL UNOAl. Ml LL 
DUPLEX. Z. ETC 

FORMAT. MODULATION 
PErmo 

j|       TELCMfTHV COMWNf R ISSt/S   ZKI/S tfHRE FULL DUPLEX NRZ. MUXEO ASCII 

VF TELfOMAfH KEVER/ 
COMVERTEH VF TONES 

MWRf. FULL DUPLEX 
LINE SIDE: TONES 
Eorrsioi:NRZ 

QUASI ANALOG 

!   HIGH *EED Sf ttlAL OATA 
>    7IKi/S   4S0SRt/S MVIRS FULL DUPLEX 

cOPT SIDE OAL NRZ 
LINE SIC«: UNOAL 0<4 

DOM OINARY TDM 1      GROUP MODEM. W* 

i       TRUNK GROUP MUX 12tnO«SKSA 

mmm. 
144/4S0SKM 

4 WBRI FUI L DUPLEX 
•ALNRZ 

DOM OINARY TDM 

1      MASTER GROUP MUX 7* KR/S TO ISTM 
MM 

4 PURE FULL DUPLEX 
•ALNR2 

DOM OINARY ASYNC TDM 

TEO. KO-tl                          ' 72 RE» TO «OSS 
KM 

4 «TIRE FULL DUPLEX OINARY TOM KOOI (»OPERATIVE 
RESYNC PROCEDURE IS 
NOT DEPENDENT UPON 
TRANSMISSION DELAYS. 
HOWEVER, TMEOUT TO 
ALARM IF RESYNC CANNOT 
Of ACHIEVED MUST INCLUDI   1 
Fl DELAYS OF 7» MM 14 
EACH DIRf CTION OF                  j 
TRANOMMSIOW 

|      AC. DC. P                            | 
10 H2 RMQER 10 HB SOViOMA RMQ DONN 

FAULT DETECTION 
SYSTEM ICttCf 1              i 

DC. UP TO MO KMt/ 
UNf 

SIMPLEX. SO« LINES 
10 PARALLEL L*tS 

FAULT/STATUS PROCISOOR 
CONTROL MR.4TDHt7» 

9 STATUS PANEL. 
1      iR-iia/T mat 

mvt 

SIMPLEX 
SMPLSX 
«MPLtX 

»OUNITASCH 
t. 0. 7. 0. LEVEL CODE 
ANY COM UP f 0 S «TS 

1 

AUTOMATIC ANAiOO 
|         TESTER 

«KMi, UPTO 
»OKMiAWIf 

SMPLEX. MMfti 
10 PARALLEL LINES 

AMALOO VOCE LINES 
PROCE80OR CONTROL 
MILSTD1SS70 

1 

2.3.3 ADP equiparnt interface. 

2.3.3.1. Objective. The objective of this enelysie in Task IX vet 

to identify end cherecterise Input/Output (I/O) structures of Autoaetic Dets 
Processing (ADP) equipaentt which may  be serviced by the Flexible Ißtreconnect 
(FI). 

2.3.3.2 Xtes description.  Results of Tesk X included consideration 
of the ADP equipment which would eccess the FI. Agreement between the cus~ 
toaer end Martin Meriette wes reeched regarding the identificetion of the fol- 
lowing equipment. 

%- 
S, 

e. 

b. 

Prlaary: CPUs» CCD and bubbie «eaories, disc drives, 
and displays. 
Secondary: CPUs, sagnetic tape transports, printers/ 
plctters, keyboard consoles, paper type punch/readers, 
card readers, and digitai facsimiles. 
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2.3.3.3 Constraints and assumptions* A review of the system configura- 
tion concepts and conferences between the customer and Martin Marietta person- 
nel led to the preparation of a list of the primary and secondary ADP equip- 
ment that will interface the intraconnect. Primary equipment is defined as 
devices whose characteristics are most representative of the majority of the 
devices that will have high priority for accessing the intraconnect over the 
period of its employment. The identified primary CPUs—IBM 360/370, PDP-10, 
PDP-11, and Intel 8080/85--were selected because they are the most well estab- 
lished and widely recognized representatives of the large computer, minicom- 
puter, and microcomputer industries. The recent emergence of Charge-Coupled 
Devices (CCD) and bubble memories represents the leading edge in new memory 
development. Applications ranging from bulk storage using CCDs to magnetic 
bubble memories in intelligent terminals justify inclusion of these devices as 
primary equipment. 

The seondary CPUs (AN/UYK-7, HM 4118, and CDC 1700) have been identified 
as being currently employed in the TAP C* facilities such as 407L and 4851. 
These devices will acc&ss the intraconnect in its initial employment but are 
not anticipated to be representative of the long-term requirement. 

The list of equipment as presented in the Task II Final Report was con- 
curred with by the customer and Martin Marietta as examples typifying the 
identified ADP equipment. 

2.3.3.4 Analysis approach. Extensive research into vendors! liter- 
ature, user's manuals, and government specifications and studies was ma^e to 
gather information on the I/O characteristics of sll identified ADP equipment* 
Essential features were compiled for examination of comaon  characteristics* 
Timing diagrams of identified CPUs were generated for observance of similar 
handshake routines. Details were furnished In the Task II Final Report* Em- 
phasis was placed on the I/O traits of the primary CPUs for guiding the selec- 
tion of the standard interface* These features were not only analysed from 
the interface polnt-of-vlew, but also for possible application« ai adapters to 
the interface stsndard* 

2.3*3.5 Results: An examination of essential characteristics for 
the identified ADP equipment resulted in the observation that a few canon 
traits prevsil at the Interfaces: 

b. 

The majority of terminals, e.g., displays, keyboards, and printers, 
comply with the RS-232-C/RS-449 Interface standard. 
Voltage levels for most of the equipment are either TTX compatible 
or -3Vdc and ground. 

2.3*3*5.1 An investigation Into the I/O timing features revealed a sim- 
ilar handshake routine for all identified CPUs, with the exception of the IBM 
360/370 channel. A master-slave relationship is exhibited in the I/O trans- 
actions of these CPUs as shown in (Pig. 2-16). Here is how the master trans- 
mits data to the slaves 
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a. The master places data and/or address on designated lines. 
b. The master sets a control line ("Master Data Ready", in this exam- 

ple) to signal that the data is stable and ready for acceptance by 
the slave. This :.s normally set a specified time after data/address 
has been transmitted in order to allow for settling of data on the 
lines. 

c. Upon receipt of the Master Data Ready signals, the slave samples the 
data/address lines, and then sets another control line ("Acknow- 
ledge", in this example) to indicate to the master that the data/ 
address has been received. 

d. Upon receipt of the Acknowledge signal, the master is free to clear 
the Master Data Ready signal and to remove the data address from the 
I/O lines. This completes a data transfer from the master to the 
slave. 

DATA FROM MASTER 

Data/Address 

Master Data Ready 

Acknowledge 

DATA TO MASTER 

Data Request 

Data 

Slave Data Ready. 
0) 

Figure 2-16. Common handshake. 

2.3.3.5.2 To effect a transfer from the slave to the master, the fol- 
lowing must occur: 

a. 

b. 

d. 

The master sets a control line ("Data Request", in this example) to 
request data from the slave. 
Sometime after receiving a Data Request, the slave puts data out on 
the data lines. 

The slave sets a control line ("Slave Data Ready", in this example) 
to signal that the data is stable and ready for acceptance by the 
master. As in the case of the master sending data, a specified time 
normally elapses between placing data on the I/O lines and setting 
Slave Data Ready in order to allow for settling of the data. 
Upon receipt of the Slave Data Ready signal, the master samples the 
data lines, then clears the Data Request« The slave is then free to 
clear the Slave Data Ready and to remove the data from the I/O 
lines. This completes a data transfer from the slave to the master. 
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Although the basic handshake as described is observed by most of the 
CPUs analyzed, a few deviations were found. The PDP-10 does not require an 
Acknowledge signal when sending data to a peripheral. A device comnunieating 
with the CDC 1700 can substitute a Reject signal for the Acknowledge or Slave 
Data Ready signals if it cannot receive or transmit data.  Several of the CPUs 
supplement these fundamental signals with added control signals. The CPU does 
not function as the master in all cases. Although the CDC 1700 and PDP-10 act 
as the master during their I/O transactions, the peripherals play the master 
role when communicating with the HM-4118 and AN/UYK-7. The PDP-11 assigns 
master status to a device on its UNIBUS with software. 

2.3.3.6 Conclusions. From this study, it is apparent that the inter- 
face standard should exhibit a master-slave relationship in the timing and 
handshake routine between an external device and the interface to the Ft. 
Characteristics demonstrated by CPUs such as the Intel 8085 and PDP-11 should 
form the base for such a standard. 
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2.4 Information flow analysis. 

The objective of the requirement studies was to classify and euu^erare 
the information flow within the centers of the TAF.  This definition estab- 
lishes the traffic capacity and flexibility requirements for the Intracon- 
nect. This subsection describes the approach followed in defining the traffic 
load and presents the results of this analysis for each of the centers defined 
in the preceding SCC descriptions. 

The approach for developing the information flow analysis was to define 
each of the internodal networks for SCC-1 and to use the traffic summary data 
and routing plan information from Annex II of the TAFIIS Master Plan to allo- 
cate communications traffic to the various nets.  The internodal traffic was 
then analyzed with respect to the various nodal connunications equipment and, 
combined with the information flow that originates and terminates within the 
node, to determine the total intranodal traffic flow.  The information flow 
developed for SCC-1 was used as a baseline to analyze the traffic for each of 
the other SCCs. 

2.4.1 Network development rationale. 

2.4.1.1 Transmission network.  In SCC-1, the TAF is deployed at 10 407L 
equipped nodes and eight tactical air bases. Primary communication for the 
deployment is provided by a transmission network of interconnected point-to- 
point radio paths.  The transmission network is shown in Figure 2-17. The 
configuration of this transmission network will remain constant for SCC-1 and 
SCC-2, except that SCC-1 does not include the AUTODIN traffic to ov from the 
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Figure 2-17    TAFIIS «aeter plan - transmletloB network. 
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DCS. For SCC-1 and SCC-2 the terrestrial transmission system is analog, while 
in SCC-3 and SCC-4 the terrestrial transmission system is digital. The HF 
transmission system interfacing the deployed forces with the DCS, Navy, 
Marines, etc., in SCC-2 will be replaced by satellite links (Fig. 2-18). This 
study assumes that these networks will eventually be supported by an advanced 
JTIDS network as illustrated in Figure 2-18, thus eliminating the need to de- 
ploy all of these equipments. 

NETWORKS: 

FACP \ 

\ TACP 

SATELLITE - TAB AND AFCH TO INTERFACING UNITS NAVY. MARINES, DCS, ALLIED HQ, JTF 
JTIDS - TAC DATA NETS, G-A-G NETS 
TROPO/MICROWAVE - CIRCUIT SWITCH NETWORK, DATA NETWORK 

Figure 2-18.    Transmission networks SCC-3 and -4. 

Although this study identifies the advanced JTIDS capability,  it should 
be noted that the concept and capabilities of the Flexible Intraconnect will 
be designed to support either the JTIDS or the existing HF, UHF,  and VHF 
equipments. 

2.4.1.2    Circuit switch network.    The circuit switch network as defined 
by the TAFIIS Master Plan Is shown In Figure 2-19.    The primary routing plan 
for this network configuration is contained In the Phase I Final Report Table 
4.    This routing plan Is designed for use with the AN/TTC-30 and the AK/TTC-32. 
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LEGEND 

NODES EQUIPPED WITH 
ANrrTC-30 SWITCH 

NODES EQUIPPED WITH 
AN/TTC 32 SWITCH 

 DASC TRUNK GROUPS 

STANDARD TRUNK GROUP. 
THE X DENOTES THE TRUNK 
GROUP OR ROUTE NUMBER. 
REFERENCED IN TASK I 
FINAL REPORT TABLE 4. 

Figure 2-19. TAFIIS Master plan circuits switch network. 

The traffic between switching centers is determined by totaling the 
traffic between nodes as offered to a trunk group. The traffic offered to a 
trunk group is defined by the routing plan. The TAFIIS Master Plan provided a 
summary of the traffic and of the circuits required per trunk group. 

The circuit switch network configuratic i remains constant throughout 
this study, but its character and features change with the use of digital ter- 
restrial and satellite transmission systems, and with the evolution from 
AN/TTC-30 switches in SCC-1 and SCC-2 to the AN/TTC-39 for SCC-3 and SCC-4A, 
and to a switch system in SCC-4B that is integrated into the intraconnect 
transmission system« 

2.4.1.3 Teletypewriter, weather, and data networks. The transmission 
network also supports conmon user, TTY, weather, and data nets. The TTY net 
is depicted in Figure 2-20 and the weather net in Figure 2-21. Data nets in- 
volve the connectivity of special-purpose data circuits, which are discussed 
on a node-by-node basis in subsection 2.5. 
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NODE 21 NODE 28 

N0DE 17/BB fPRI 
fMARY 

DCS 

NODE 

NODE 27 

-X- FUL«. DUPLEX TTY CIRCUITS 
THE NUMBER (X) DENOTES THE 
TRUNK OR ROUTE NUMBER. 
REFERENCED IN TASK I 
FINAL REPORT. 

Q  TAF TTY FACILITIES 

A   NONTAF TTY FACILITIES 

Figure 2-20.  TAFIIS master plan - teletype network. 

In all concepts except SCC-4B, the TTY/and data traffic continue to be 
carried in the basic networks as described in Figures 2-20 and 2-21. It is 
assumed that the addition of the AN/TYC-13 and digital data links to SCC-4B 
will not change circuit requirements.  In SCC-4B, each node and/or TAC element 
will be equipped with a processing center having multiple processors, memo- 
ries, and mass storage devices interconnected by a bus system. This bus sys- 
tem allows all processors to access any of the memories or storage devices. 

The processing center was assumed to have the inherent capability to: 1) 
Act as a packet switch for data messages; 2) use the circuit switch function 
of the intrasite bus to establish comsamication between processing; 3) tran»- 
fer data from the data bus of one center to another, and 4) transfer the prob- 
lem-solving responsiblity of one center to another. 

Radio broadcast network. The 407L TACS communications network provides 
the communication channels for a control network and also for the command, ad- 
ministrative, and logistics network. The control networks provide communica- 
tion from the AFCCP/TACC throughout the direct air support and aircraft con- 
trol and warning subsystems of TACS. The DASC and AFCH/TACC are primarily 
concerned with the control network. The following paragraphs describe the 
control network capabilities, which consist of: 
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a. Air Force air-request nets; 
b. Tactical air direction nets; 
c. Tactical air control nets; 
d. Airlift control nets; and 
e. In-flight report nets. 

v-VOICE 
TTY~ TtLITYPt «WX NET! 
FAX- PACVMILE 

C - COOMIZR 
TC - COMMON USER TTY 
f - nCTOMIAL 

Figure 2-21. TAFIIS master plan 
weather system teletype, facsimile networks. 

<*: 
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2.4.1.5 Worst-case traffic loads. One of the most important results of 
this analysis was the definition of the worst-case traffic load for the intra- 
shelter and intershelter intraconnects. These values determine the maximum 
traffic capacity handling requirements for the intraconnect designs for each 
application.  It was determined early in the analysis that the maximum ADP 
traffic load occurs at the CRC for both intrashelter traffics. Maximum voice 
traffic loading occurs at the TACC for both intrashelter and intershelter 
cases. The following is a summation of total traffic requirements in terms of 
bus-bit rate for the two applications. These values are used in the analyses 
and for selecting a recommended concept.  The results are summarized in Table 
2-9. 

TABLE 2-9 BUS CAPACITY REQUIREMENTS SUMMARY 

SCC-4A SCC-4B 

Intra- Inter- Intra- Inter- 

atIons 

shelter* 

1.02 

Shelter* 

18.24 

shelter* 

0.77 

Shfelter 

Voice Communic 6.3 
(TACC) 

ADP (CRC) 87.0 45.0 91.0 72.0 

Margin 8.8 6.3 9.2 7.8 

Overhead 30.0 30.0 45.0 45.0 

Total 126.82 99.54 145.97 131.1 

*Capacity in MB/s @ kb/s per channel 

The results were based on the following assumptions: A voice digitisa- 
tion rate of 32 kb/s (CVSD); integration of circuit twitch, CRF, and FI 
switching functions in SCC-4B; a possible co-location of CRC and TACC. 

If the voice digitisation rates ttere 64 kb/s and the integration con- 
cepts do not take place, another set of worst-case conditions exist. These 
are shown in Table 2-10. The maximum bit-rate requirement is 149.4 Mb/s on 
the intershelter bus in SCC-4B, which is not appreciably different from the 
145.<* Mb/s found in the earlier analysis. It should be noted that the differ- 
ence between the two would be considerably greater if a «ore conservative fig- 
ure had been used for the additional overhead required for integration func- 
tions. Fifteen Mb/s were added in SC0-4B over the 30 Mb/s in SCC-4A to ac- 
count for this. After an analysis of integration concepts, Section 5.3, it 
appears that a 5 Mb/s addition would be more realistic, rnd the maximum re- 
quirements would then be 135.97 >t>/s. Based on this, the comparison between 
the requirements for the FI using 32 kb/s CVSD and an integrated switching 
concept, i.e., 135.97 Mb/s and one using 64 kb/s PCM and £ non-integrated 
switching concept» i.e., 149.4 Mb/s, is more significant» But in eithsr case, 
a maximum FI requirement of 150 Mb/s is adequate. 
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TABLE 2-10 MAXIMUM FI LOAD REQUIREMENTS 

| Intrashelter Bus §32 kb/s @64kb/s 

Voice CRC (SCC-4B) (XSMb/s l.OMh/s 

ADP CRC (SCC-4B) 91.0Mb/s 91.0Mb/s 

Margin: 9.2MIVS 9.2Mtys 

Overhead: 30.0Mb/s 30.0MWS 

Total 130.7 MIVs 141.2 Mb/s 

] intershelter Bus 

Voice TACC (SCC-4B) 18.2Mh/s 36.4Mb/s 

ADP CRC (SCC-4B) 72.0Mh/s 72.0 Mh/s 1 

Margin: 9.0MWs 11.0 Mb/s 

Overhead: 30.0Mb/s 30.0 Mb/S 

Total 129.2Miys 149.4 Mb/s 

2.4.1.5.1  Intrashelter maximum traffic load. Voice comaunication: The 
TACC operations central was used to establish the intrashelter voice communi- 
cation requirements.  In SCC-4A the intrashelter voice traffic can be carried 
on 32 time-shared circuits operating at 32 kb/s each, resulting in a capacity 
requirement of 1.024» Mb/s. Considerable reduction in voice circuit require- 
ments for the intrashelter bus is seen in SCC-4B because the circuit switch is 
integrated with the bus. In SCC-4B, the equivalent of 24 circuits access the 
intraconnect bus, requiring 768 kb/s capacity« 

ADP - The ADP traffic requirements are based on the CRC. In determining 
intrashelter requirements, the maximum load occurs when the operations central 
(AN/TSQ-91) and MPC (AH/TYC-10) are collocated.  In both SCC-4A and 4B the 
processors are interconnected by a high-rate bit parallel bus. Each processor 
is capable of transferring data at 18 Mb/s onto the bus. This load could 
reach a peak of 36 Mb/s. Display traffic accessing the bus requires 51 Mb/s. 
The total AD? traffic is 87 Mb/s.  In SCC-4B, greater use of the ADP facili- 
ties is expected; 4 Mb/s is alloved for this growth, for a total of 91 Mb/s. 

%. 

2.4.1.5.2 Intershelter maximum traffic load. Voice communication: The 
greater voice traffic load on the intershelter bus was determined to occur at 
the TACC center, including the AFCH, ACIC, and other collocated facilities de- 
fined by the SCCs. The intershelter requirement in SCC-4A of 18.24 Mb/s came 
from 570 32 kb/s circuits« The reduction in SCC-4B to 6.3 Mb/s is due largely 
to the integration of circuit switch functions onto the bus. 
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ADP - For the intershelter requirements, the majrimum load is experienced 
at the CRC when the KPC is separated from the operations central and proces- 
sor-to-processor traffic uses the intershelter bus. The display controllers 
are not on the intershelter bus since they access their associated processors 
directly, and any intershelter display exchanges will appear on the inter- 
shelter bus as processor-to-processor traffic.  In SCC-4A, the intershelter 
traffic requirement was determined to be 45 Mb/s. Eighteen Mb/s is allocated 
to the processor-to-processor exchange between MPC and operations central pro- 
cessors, 2 Mb/s to service communications traffic and digitally coded radar 
requirements, 5 Mb/s for consoles that may be located remotely from the opera- 
tions central, and 20 Mb/s to a computerized coobined IDR facility (yet unde- 
fined) that will require access to a theaterwide ID data base. 

In SCC-4B, this traffic is estimated to increase to 72 Mb/s - due in 
part to increased control functions required for coordination and synchroniza- 
tion of the netted radars and radios introduced in this scenario, and in part 
as a contingency for new facilities with undefined loads, which are likely to 
be collocated and computerized such as drone control facilities, ground con- 
trol centers for GTSSC functions, forward reconnaisance reporting posts, and 
others. 

2.4.1.5.3 Overhead and margin.  In all four bus applications, addition- 
al capacity is required for overhead functions and margin (Table 2-9). 

A design margin of 10 percent of the rate estimated for information, 
i.e., voice and data, has been added to account for inaccuracies in approxima- 
tions made in the traffic analysis. 

In SCC-4A, 30 Mb have been alloted to basic overhead functions such as 
framing, synchronization, formatting, polling, device status, data ID, call 
establishment, and others. 

In SCC-4B, the required overhead increases to 45 Mb/s because of the in- 
tegration of switching and technical control functions with the bus. These 
require additional capacity for call processing and special features. 

At this point, it has not been determined to what degree these functions 
will become a part of the bus design. Some of the ft actions such as signal- 
ing, supervision, and conferencing will be performed oy the bus while others 
such as traffic load control and quality monitoring may be performed by pe- 
ripheral equipment and simply controlled or recognized by the bus. This de- 
termination and, consequently the bus capacity required for it, will be made 
in a later task in the study. 

2.4.1.5.4 Conclusion. A highway bit rate of approximately 150 Mb/s is 
a good design goal for both intershelter and intrasheiter applications. 
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2.4.2 Analysis of TAF nodes.  The traffic study was' concentrated on the 
nine major nodes of the TAG system.  These nodes encompass a range of require- 
ment variations that include any potential application of the Flexible Intra- 
connect in the TAG. Traffic requirements for these nodes are defined sepa- 
rately for each of the five systea configurations. 

Traffic estimates include internodal traffic, intershelter traffic and, 
in some cases, intrashelter traffic, i.e., traffic flowing between devices 
within a common shelter. 

Intrashelter traffic was not enumerated for SCGs 1, 2, and 3 because it 
was assumed that the intraconnect would not be installed within existing shel- 
ters due to space limitation and interface incompatibilities.  Intrashelter 
traffic was defined for SCC-4A and -4B where the assumption was that much of 
the equipment would be designed initially with compatible interface. 

Traffic requirements are identified in terms of number of circuits, er- 
langs of traffic, bandwidth, and bit rate.  In reviewing these data, it is im- 
portant to realize that achievement of a high accuracy in estimating the quan- 
tity of traffic for each and every circuit was not an objective of the analy- 
sis. The objective was to derive an approximation of the maximum total traf- 
fic load for each category of traffic (Communications or ADP) for each of the 
10 nodes in each of the five SCCs. The traffic loads obtained by this ap- 
proach are adequate for sizing the capacity requirements of the Flexible 
Intraconnect. 

The results presented here are a summary of a more detailed analysis 
contained in the Phase I Task I Final Report. A brief description of the 
traffic features at each center is presented with qualifying factors pertain- 
ing to the analysis. The Phase I study should be consulted for supportive 
information. Table 2-11 is a summary of the number of circuits and the traf- 
fic carried for each of the centers and all SCCs. Table 2-11 is useful for 
obtaining a broad view of the traffic loads at all the centers in relation to 
each other. However» the generality masks the more ussful data available from 
the study. Table 2-12 presents a further breakdown of traffic data for SCC-3 
and SCC-AA. In this table, erlängs of traffic are used to determine the 
equivalent number of digital circuits required to carry the total voice traf- 
fic. It was assumed that the TRI-TAC family of digital group rates would be 
used to carry trunk groups, and that loops would be digitized at 32 kb/s. 
Group size was derived for each link from the tables of the Task I re- 
port.  It was further assumed that the smaller centers would not be implemen- 
ted with an El but would use a concept of interconnected SIUs. This means 
that the 30 Mb/s allocated for message overhead in the full FI would be re- 
duced to 102 in these implementations. The operation of the SIU concept is 
discussed in Section 5.0 and 7*0. It should be noted that Table 2-12 does not 
itemize intrashelter traffic. This is not considered necessary for the SIU 
Implementation in the smaller centers. The intrashelter traffic analysis, 
done for the CRC and TACC to determine the maximur bit-rate requirement for 
the local intraconnect can be projected to the DASC, if necessary. 
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TABLE2 -11. TRAFFIC  SUMMARY 

System Configuration Concept 

1 ? 3 4A 4B 

Circuits 
Traffic 
(ERLANGS) Ckts 

TFC 
ERL Ckts 

TFC 
ERL Ckts 

TFC 
ERL Ckts 

TFC 
ERL 

AFCH/TACC 790 278.4 940 280.0 1035 281.32 897 281.22 674 214.35 

TWAC 
— 

29 2.2 42 2.2 50 2.2 — — 30 2.2 

ALCC 50 4.8 67 4.8 47 2.9 21 2.9 41 4.8 

TUOC 14 2.6 31 2.6 37 2.6 — -- 15 2.6 

ALCE 9 .45 9 .45 9 .45 9 .45 9 .45 

CRC/CRP 321* 71.2' 303 72.4 303 72.8 307 72.69 326 50.3 

FACP 46 2.8 46 2.8 53 4.0 29 3.0 31 3.0 

ASRT 26 0.4# 26 f   0.4* 41 4.2 27 4.2 27 4.2 

DASC 111 22 111 22 8V 7.6 68 7.6 78 14.8 

* Radar Signals 
Not included 

TABLE 2-12.  SCC-3, SCC-4 INTERSHELTBR TRAFFIC SUMMARY 

Center 

SCC-3 SCC-4A 

Com 
TFC 
(ERL) 

32k Chans 
ofDIGGR^ 
Equivalent 

Total 
4-Wirc 
Circuits 

Equivalent BR (Mb/s) Com 
TFC 
(ERL) 

32k Chans 
ofDIGCRP 
Ecuivalent 

Total 
4-Wire 
Circuits 

Equivalent BR (Mb/s) 

Com ADP Total Com ADP Tola! 

TACC/AFCH 280 548 1035 17.5 36 Ä5A 281.2 570 897 18.24 48 '«•V 
TWAC 2.2 31 50 aw 1 Ä 2.2 31 50 0.992 1 d* 
ALCC 2.9 15 47 0.4«*) 1 J. 776 2.9 20 37 0.640 1 4»-«« 

TUOC 2.6 20 37 0.640 J.968 2.6 20 37 a 6« 1 

ALCE a 45 9 9 a 288 - 4« a 45 9 9 a 288 .. it* 
CRC/CRP 72.8 356 303 11.39 30 "A* 

72. «W 346 307 12.28 45 
** 

FACP 4.0 21 53 a 672 •- Aa^06 3,0 25 29 a aoo -- A4* 

ASRT 4.2 21 41 a 672 -- *T 4.2 22 w > 0.704 •- d* 
DASC 7.6 48 89 L536 - 32.5 7.6 64 68        1  2-0i8 

i 

-• 35.25    i 

A   Includes Total Overhead                   A   Does not Include TV or                      A   Implemented with SIIfs «no EH 
10% Margin                                        Radar that will use                                «Margin 10« 
30 MWs Message Overhead                      Separate FDW Ckts                                 Ovtrheadi» 

i . , ^ 
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2.4.2.1 System Configuration Concept No. 1. The networks specified in 
the XAFIIS Master Plan were used as definition of a basic 407L configuration. 

2.4.2.1.1 AFCH/TACC Traffic Loading Analysis for SCC-1. The traffic 
analysis defines the conmunication requirements for a maximum configuration 
of the AFCH/TACC. All network circuit and equipment configurations used in 
analysis were extracted from the TAFIIS Master Plan. The analysis defines 
the communication requirements for the AFCH/TACC in the baseline system 
configuration, SCC-1 Fig. 2-2. 

A summary of the AFCH/TACC traffic is presented in Tables 2-11 and 2-12 
which define the nunber of circuits required to handle the traffic and, where 
applicable, the erlangs of traffic offered to those circuits.  Since this 
study wae scenario-dependent, the traffic and circuits are referenced to the 
circuit switch, TTY, weather, and transmission networks. 

Traffic on the trunk groups between switching centers was calculated us- 
ing the routing plan from the TAFIIS Master Plan (Table 4 of the Phase I Re- 
port). The nunber of circuits on a trunk group was determined from the erlang 
B full-available tables assuming a blocking probability of one call in a hun- 
dred. Where traffic generated by a collocated center, e.g., TWAC, has been 
identified, this traf'ic is included in the traffic that the transmission 
equipment must carry. 

2.4.2.1.2 TWAC traffic loading analysis for SCC-1. The TWAC, normally 
deployed at the TACC operating location, consists of two functional elements: 
The TACCWE and RAWIC.  Since the voice. TTY, and facsimile circuits are routed 
through the TACC communication facilities, the intersite traffic loading is 
included in the AFCH/TACC traffic analysis. The TWAC is located at node 19 in 
the transmission network from the TAFIIS Master Plan and interfaces with the 
TAF elements as shown in Figure 2-3. 

The traffic analysis defines the conounication load requirements for the 
maximust configuration, including the addition of a weather radar that is norm- 
ally part of the TABWS but could be deployed at the TWAC under certain condi- 
tions. Otherwise, the baseline network, circuit, and equipment configurations 
used at the TWAC were extracted from the Master Plan and Tactical Weather Sys- 
tems Operations Regulation ASUR 55-9, dated 25 August 1975. 

The baseline equipments are interconnected as shown in Figure 2-3. Each 
interconnecting link is identified with an alpha character. This reference is 
used in the tabulation of t'e intracenter traffic requirements. Tables 2-11 
and 2-12 sumnariie the traffic at the TWAC. 

r 
2.4.2.1.3 ALCE traffic loading analysis for SCC-1. The baseline con- 

figuration for the ALCC described in subsection 2.2.1 consists of an AW/TSQ-93 
and an AN/UYA-7, which are tenents of the TACC. ComMinication support is de- 
rived from the resources of the TACC. 

Traffic loading is s 
shows link connectivity. 

rised in Tables 2-11 and 2-12, while Figure 2-6 
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2.4.2.1.4 TUOC traffic loading analysis for SCC-1. The present TUOC 
configuration is limited to a manual mode of operations making use of TAB com- 
munications-electronic facilities provided by the tactical air ba^e to supple- 
ment their intrasite communication needs.  SCC-1 has provided some standardi- 
zation to the hardware concept, uning the comnunications equipment organic to 
the facility depicted in the TAFIIS Master Plan and as shown in Figure 2-3. 

The intershelter communications traffic is sunmarized in Tables 2-11 and 
2-12, which define the number of circuits required to handle the traffic and 
terminate th^ TUOC subscriber terminal consisting of a small amount of equip- 
ments. No intrashelter analysis was performed* 

2.4.2.1.5 ALCE/CCT traffic loading analysis for SCC-1. ALCE is a TACS 
element through which the AFCC maintains control of assigned airlift forces, 
the ALCE is subordinate to the ALCC. Traffic circuits for the ALCE in SCC-1 
are shown in Figure 2-6, The CTT is subordinate to the ALCE. 

Ccüanunication circuits for the ALCE are all self-contained and organic 
to the ALCE shelter. Landline connectivity to the TAB switchcd-voice network 
is used for backup comunications with the ALCC (when available) and for coor- 
dination with other base activities. The AN/üYA-7 data sets, associated 
AN/TRC-146 radios, and various G/A/G radios are located in the shelter. 

CCT communications support is provided by an AN/MRC-107 and -108 mobile 
radio central equipped with an AN/UYA-7 data set and associated AN/TRC 146 
radio. 

2.4.2.1.6 CRC/CRP traffic loading analysis for SCC-1. The CRC contains 
the prime-control radars of the TACS and supervises the activities of subordi- 
nate radar elements. It collects information on all air activities within ra- 
dar and radio range using organic and subordinate element equipment. After 
evaluation, this information is disseminated throughout the TACS. Figure 2-7 
identifies the intershelter links of the CRC* 

Analys's oi the CRC traffic flow was documented in more detail than some 
of the other centers analyzed since it wes used as the model for the architec- 
ture analysis of alternativ« intraconnect concepts. 

Tables 2-11 and 2-12 summarize CRC traffic analysis results, while more 
detailed data are listed in Tabl« F-2 and F-3, Appendix F of the Final Report* 

Traffic on the trunk group« between twitching centers was calculated us- 
ing the routing plan from Table 4 of the Phase I Final Report* The number of 
circuits on the trunk group was determined from the erlang B fullavailability 
tables assuming a blocking probability of one call in a hundred* Tables 2-13 
and 2-14 list the characteristics of radar signal flow between the AK/TPS-43 
and AN/TSQ-91. 
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The traffic flov for a stabilized FACP,  as  shown in the TAFIIS Master 
Plat^ is smmnarized in Tables 2-11 and 2-12.    The traffic  load between the 
AN/TSC-53 and TR097  includes  the  traffic  imposed by the collocated ASRT. 
Figure 2-8 shows the intershelter connectivity for each link. 

TABLE 2-13.     DIGITAL WEIGHT SIGNAL CHARACTERISTICS 

VIDEO AND TRIGGER SIGNAL CHARACTERISTICS* 

SIGNAL TYPE 
PULSEWIDTH 

(us) 
RISE TIME 

(us) 
FALL TIME 

(us) 
BANDWIDTH 1 

(MHz)  | 

Pretrigger 2 +0,5 0.50 0.50 1.2   | 

IFF/SIF Composite 0.45 +0.1 0.10 0.20 5.0   | 

MTI Gated Video 0,5 0.15 0.20 4.0   [ 

Search Video 0.5 0.15 0.20 ' 4'0 

Synthetic Video 4 +0.5 1.00 1.20 0.6   ! 

ACP 5 +2.0 1.00 1.25 0.6   | 

North Mark 5 +2.0 1.00 1.25 0.6 

TOTAL BANDWIDTH RE( )UIRED « 17.0 MHz 

♦Extracted from MITRE WP-5629. March 77, "Information Bus System 
for Tactical Operation Center". 

TABLE 2-14.    CHARACTERISTICS 

DIGITAL HEIGHT SIGNAL CHARACTERISTICS 

SIGNAL TYPE 
PULSEWIDTH 

(us) 
RISE TIME 

j   (ys) 
FALL TIME 

(us) 
BANDWIDTH 

!  (MHz)   | 

1 Height Bit 1 4 +0.5 1   0.5 0.5 1   1'2 
|         2 4 +0.5 0.5 0.5 !   1-2    | 

3 4 40.5 0.5 0.5 1.2   ! 
4 4 +0.5 0.5 0.5 1.2 

li           5 4 +0.5 0.5 0.5 1.2   | 

6 4 +0.5 o.s 0.5 1.2   1 
7 4 +0.5 0.5 0.5 1.2   1 

1         8 4 +p.5 0.5 0.5 1.2 
Height GO Bit 2  +0.5 0.5 0.5 12   1 

1 TOTAL BANDWIDTH REQUIRED « 1 0.8 MHz 

♦Extracted from MITRE WP-5629, March 77, "Information Bus Syst*s 
for Tactical Operation Centers". 
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2.4.2.1.7 FACP traffic loading analysis for SCO 1. FACP performs mo- 
bile radar surveillance and control of tactical air missions, hands off air- 
craft to (FACs), and augments CRC/CRP radar coverage.  It is capable of con- 
trolling tactical missions under poor weather conditions,  The traffic analy- 
sis defines the comnunication requirements for the FACP, including the G/G 
communications load of the collocated ASRT. 

2.4.2.1.8 ASRT traffic loading analysis for SCC-1.  In SCC-1, the ASRT 
is collocated with the FACP, sharing the AN/TRC-97A for communication with the 
TWAC for weather information, the CRC for control and relay of FRAG orders, 
and the CRP/CRC for track handover coordination. Figure 2-9 depicts the ASRT 
communication interfaces and shows the major elements of the ASRT with commu- 
nication links identified for reference to the traffic loads summarized in 
Table 2-11 and 2-12. Control of the mission aircraft is via UHF radio, using 
voice and/or tones for final approach guidance. 

2.4.2.1.9 DASC/TACP traffic loading analysis for SCC-1. The 407L com- 
munications system provides the voice and TTY media for the transmission, re- 
ception, and termination of operations, logistics, intelligence, weather, and 
administrative traffic between the DASC and other TAGS operating locations. 
The comnunication networks (subsection 2.1) provide G/G voice communication 
service to the DASC. A manual electronic switchboard (AN/TTC-32) is provided 
as an integral part of the AN/TSQ-93 to support both intersite and intrasite 
switching functions. The operators are also provided with foreign exchange 
lines from the nearest AN/TTC-30. 

The intrasite traffic requirements for SCC-1 are also summarized in 
Tables 2-11 and 2-12, which is referenced to the intershelter connectively 
described in Figure 2-10. The common-user traffic is defined in terms of both 
circuits and traffic load (in Erlängs). 

The communications equipment serving the DASC is connected to the opera- 
tions center with each link returned with i  letter to document the intranodal 
traffic requirements. 
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Tn this analysis, we have assumed that each user at the DASC (in SCC-1) 
is provided with an individual circuit to the AN/TTC-32 and also a circuit to 
the nearest AN/TTC-30, 

2.4.2.2  System Configuration Concept No. 2.  SCC-2 adds several new 
equipments and capabilities to the basic 407L configurations.  The approach 
taken in estimating the traffic for SCC-2 was to hold the traffic estimate for 
SCC-1 constant and add to it the traffic carried by the equipments added in 
SCC-2. 

2.4.2.2.1 AFCH/TACC traffic loading analysis for SCC-2.  SCC-2 adds the 
485L, TIPI, JTIDS, PLSS, DCS, and WWMCCS function to the basic 407L system of 
SCC-1.  The basic AFCH/TACC configuration will be changed by the addition of 
the JTIDS ASIT, the AN/TYC-? MDT, and the 485L DP&D equipment.  The 486L 
equipment includes a data processing and display shelter, a comnunications 
processor shelter, display consoles, and large-screen displays. 

Parallel data circuits are provided to exchange data between the 485L 
communications processor shelter and the DP&D shelter.  Similar parallel cir- 
cuits are provided to connect display equipment in the TACC or AFCH. Any col- 
located centers, e.g., TWAC or ALCC, with 485L-type consoles are connected by 
similar parallel data circuits« 

2.4.2.2.2 TWAC traffic loading analysis for SCC-2.  The TWAC confiRura- 
tion is modified in this concept by the addition or a TDU and an MDEU that 
interface directly with the TACC data processing system and give the TACC di- 
rect weather data interface. 

This change in traffic loading is noted as a 17-bit parallel digital 
interface. 

2.4.2.2.3 ALCC traffic loading analysis for SCC-2.  SCC-2 adds a tacti- 
cal display capability to the operations center. This display is proces- 
sor-driven from the TACC data sources. The interface between these units is 
provided through 17 parallel channels interconnecting the computer in the TACC 
with the display console in the ALCC. Tables 2-11 and 2-12 indicate the traf- 
fic requirements for the ALCC in SCC-2. 

2.4.2.2.4 TUOC traffic loading analysis for SCC-2. The 485L program 
provides the TUOC with automated data storage and display and a digital infor- 
mation exchange between the TUOC and the TACC. The TUOC will exchange infor- 
mation with th« DASC and CRC/CRP through the TACC communication links to these 
elements. The TUOC will be equipped with a remote data-source terminal and 
comnunications equipment to achieve Che Interface. Intrasite comnunications 
traffic for the TUOC is summarised in Tables 2*11 and 2-12. 

2.4.2.2.5 ALCB/CCt traffic loading analysis for SCC-2. The configura- 
tion of  the ALCE ind CCT does not change In SCC-2. 

2.4.2.2.6 CRC/CRP traffic loading analysis for SCC-2. The Army 
AN/TCC 69/70 radio is the primary addition to communication support 
equipment. Tables 2-11 and 2-12 summarise the CRC traffic flow for SCC-2. 
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As can be seen in these tables, there was very little impact on the 
traffic requirements of the switching system.  This was due to our assumption 
that the new users introduced to the deployment replace the voice traffic 
which was transferred to the automated digital data links. 

In addition to the shelters described in SCC-1, where it would be bene- 
ficial to know the flow of traffic integral to a shelter, only the MPC is of 
interest. 

2.4.2.2.7 FACP traffic loading analysis for SCC-2.  No changes were 
made to the FACP configuration for SCC-2 since the modification for upgrading 
the radar to the AN/TPS-43E was included in SCC-1. The traffic analysis re- 
mains the same as given in SCC-1. 

2.4.2.2.8 ASRT traffic loading analysis for SCC-2. No change was made 
to the SCC-1 configuration or to the traffic flow for the SCC-2 ASRT. 

2.4.2.2.9 DASC/TACP traffic loading analysis for SCC-2: The DASC con- 
figuration for the SCC-2 was modified only by the aJdition of a terminal 2400 
his  data in the operation center.  In this configuration, as in SCC-1, it is 
assumed that each user is provided with an individual circuit to the AN/TTC-32 
and a circuit to the nearest AN/TTC-30. The TACP configuration does not 
change for this concept. 

2.4.2.3 System Configuration Concept No. 3. Concept SCC-3 addresses 
the use of TRI-TAC equipment in the TAF nodes. This configuration neither 
adds to nor deletes from traffic between nodes. Therefore, the traffic is 
identical to that for SCC-2, but the circuits required to service the traffic 
are changed. 

The major impact of adding TRI-TAC equipment to the TAF nodal configura- 
tion is the type of traffic flowing between or within shelters. A minor im- 
pact is that of the TRI-TAC multiplex hierarchy or the circuit requirements. 

For this configuration, it was assumed that the operations central shel- 
ters will not be replaced and the operators will continue to have access to 
the TA-720. It has further been assumed that the TA-720s will be used for 
communication between operating positions in the shelter. Each TA-720 will 
have one circuit to the AN/TTC-39. Each operating position will be provided 
with an applique unit housing a DSVT. 

The DSVTs and data adapters that serve terminals in the operations cen- 
tral will access the switching centers, CNCE, or radio terminals as multiplex- 
ed loops. Loop group multiplexers will access these equipments with 17 active 
channels per unit. 

User terminals that access the system from other than operations cen- 
trals may do so by either RLGMs, LGMs, or individual four-wire circuits. The 
ana log-to-digital mix of these terminals will vary from node to node, but the 
basic rule used to define this mix was Chat 60 percent of the terminals were 
analog and 40 percent were digital. 
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A satellite system replaces the HF radio for long-haul interface cir- 
cuits.  It was assumed that all of the TTY and data circuits will remain dedi- 
cated back-to-back, and access the system via data adaptors. 

2.4.2.3.1 AFCH/TACC traffic loading analysis for SCC-3.  The AFCH/TACC 
configuration will change from that described in Figure 2-2.  Major equipment 
additions are the SGT and CSCE, while other changes involve equipment substi- 
tution:  The AN/TTC-39 automatic switch replaces the AN/TTC-30, the CNCE re- 
places the AN/TSC-62 tech control facility, and the AN/TCY-13 message switch 
replaces the AN/TGC-26 teletype relay center (which will automate the manual 
relaying of TTY traffic).  Additionally, the AN/TRC-170 radio equipment will 
replace the AN/TRC-97A radio equipment for G/G communications. 

Traffic analysis results for the AFCH/TACC in SCC-3 are shown in Tables 
2-11 and 2-12. Since this configuration neither adds nor deletes traffic be- 
tween nodes, the traffic is identical to that described for SCC-2. The major 
impact of the TRI-TAC equipment is the type of traffic flowing intrasite. 

2.4.2.3.2 TWAC traffic loading analysis for SCC-3.  SCC-3 incorporated 
the TRI-TAC equipments, converting the communications equipment to a mixture 
of analog and digital. 

2.4.2.3.3 ALCC traffic loading analysis for SCC-3. The AN/TSQ-93 will 
be modified by replacing the AN/TTC-32 with a ULS 3865. Each console is pro- 
vided with one DSVT for secure communications to the users. 

In this configuration, the number of circuits between the ALCC and the 
AN/TTC-39 were reduced from two wire telephones to eight trunks (assuming 40 
percent of the traffic terminates locally). 

2.4.2.3.4 TüOC traffic loading for SCC-3: The conraunications interface 
traffic load remains the same for SCC-2 since the only impact was to add digi- 
tal telephones to the TUOC for upgrading service quality. 

2.4.2.3.5 ALCE/CCT traffic loading analysis for SCC-3. The configura- 
tion of the ALCE and CCT do not change from the SCC-1 organization and comou- 
nications requirements. 

2.4.2.3.6 CRC/CRP traffic loading analysis for SCC-3.  SCC-3 consists 
of upgrading the equipment supporting the CRC with TRI-TAC developed communi- 
cation equipment. Using these equipments, automatic interfaces to adjacent 
systems is provided. Replacement of the AN/TTC-30 with the AN/TTC-39 provides 
many features to allow the user to perform in a more efficient manner and have 
end-to-end security on a call-by-call basis. 

Although the communication capabilities of CRC/CRP are enhanced by the 
introduction of TRI-TAC equipment into the node, the nodal configuration is 
identical to that of SCC-2, The TRI-TAC equipments introduced to the CRC in- 
clude: 
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A digital secure telephone (DSVT) at each operating position in the 
operations shelter; 
Replacing the AN/TSC-62 with the CNCE; 
Replacing the AN/TRC-97 with the AN/TRC-170;and 

-  Replacing the AN/TTC-39 with the AN/TTC-39. 

It was assumed that each of the two TA-720 telephones would also share 
an analog circuit to the AN/TTC-39. This assumption is based on allowing the 
operator to continue using the TA-720 for nonsecure traffic in the customary 
operational manner. 

There was no change in the TTY or data circuit requirements from SCC-2 
to SCC-3, due to the assumption that these terminal devices would continue to 
operate at their present data rate, that the addition of TRI-TÄC developed 
data adaptors would act only as a unit that interfaces low.bit-rate devices to 
a high bit-rate line, and that the information rate on that line would contin- 
ue to be that of the originating terminal. These data circuits were, there- 
fore, routed to the AN/TYC-13 at the TACC in the same manner as the TTY cir- 
cuits were routed to the AN/TGC-26. 

Basically, there is no change in the traffic requirements from SCC-2 to 
SCC-3. But because of the modularity of the TRI-TAC digital multiplex family, 
the number of circuits required to carry this traffic is substantially in- 
creased. This increase can be seen in the following example: 

a)  In SCC-2, trunk group 1 uses 10 circuits to carry 4.8 er längs of 
traffic* The trunk group modularity of the AN/TTC-39 is based on 
module 9.  To carry 4.8 erlängs with at least a p^O.Ol blocking re- 
quires two groups or 18 circuits. 

b.  AF route 2 in SCC-2 carries 11 dedicated channels, which requires 
two loop groups (18 channels). 

The circuit and traffic requirements tabulation Table 2-12 for SCC-3 are 
based on the above constraints. The intrashelter requirement for handling ra- 
dar information and processor information remains the same as that described 
in SCC-2. 

2.4.2.3.7 FACP traffic loading analysis for SCC-3. The FACP was modi- 
fied by SCC-3 to incorporate TRI-TAC elements. The AN/TSC-53 employs a modi- 
fied CNCE patch panel, and CRF and CVSD A/D converters to fit internal to the 
shelter. The AN/TRC-170 replaces the AN/TRC-97A troposcatter radio. 

The teletype-writer traffic was combined with interface traffic between 
the AN/TSC-53 and AN/TRC-170 to increase the erlang value by one. 
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2.4.2.3.8 ASRT traffic loading analysis for SCC-3.- In this configura- 
tion, the MITRE phase-in plan added a ULS switchboard and suggested interface 
with a CNCE. Since the ASRT is collocated with the FACP, the ULS switchboard 
will interface via a landline with the CNCE equipment installed in the FACP. 

An increase in the intrasite voice traffic is noted in this configura- 
tion since phones were installed in the AN/TPB-1 shelter and a switchboard is 
provided, reducing the necessity for shouting communications. 

2.4.2.3.9 DASC/TACP traffic loading analysis for SCC-3.  In SCC-3, the 
DASC is modified to include TRI-TAC developed equipments.  The AN/TRC-97A is 
replaced by the unit-level switch SB-3865, and a minor node CNCE is incorpora- 
ted into the AN/TSQ-93. Each operating position in the AN/TSQ-93 is also 
equipped with a DSVT.  It is also assumed that the interface to the Army is 
now via a digital group multiplexer. 

Tables 2-11 and 2-12 summarize the DASC traffic requirements for SCC-3. 
With the addition of the SB-3865, the 19.6 erlang traffic modified load was to 
5.2 erlangs, i.e., an average of 0.2 erlängs per user terminal.  Of this traf- 
fic, it was assumed that 75 percent is between the DASC and other TAC loca- 
tions. 

In this concept, the TACP will replace the AN/PRC-47 HF/SSB radio and 
AN/PRC-41 UHF radio with the AN/PRC-104 and AN/PRC-66B manpack radios, respec- 
tively, to prc/ide secure voice capability. Additionally, the AN/UYA-7 data 
set will be installed in the AN/MRC-107 mobile communications center, and, it» 
associated AN/TRC-146 radio will replace the installed AN/GRC-106 HF/SSB radio. 

2.4.2.4 System Configuration Concept No. 4A.  SCC-4A is an evolutionary 
step from SCC-3.  It continues the use of TRA-TAC developed consnunications 
equipment and introduces new concepts for data distribution. 

The number of cables and the signal transmission problems associated 
with deployed radars is minimized by digitslizing data at the radars and 
transmitting processed target information to consoles and computers via 16 
kb/s data links. This allows any console at any location (now) to display any 
radar signal in the deployment. 

All computer/processors at a node will be interconnected via a 
high-speed computer bus. Consoles that access these processors are also con- 
nected to the I is allowing any console at the node to access any processor. 
It also allows processor systems to share data bases. 

In this concept, processors at adjacent nodes are interconnected via a 
data link. This allows the transfer of TADIL and DDL data at high bit rates 
between nodes, and facilitates processor-to-proceasor data transfers. 
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2.4,2.4.1 AFCH/TACC traffic loading analysis for SCC-4A.  The AFCH/TACC 
configuration will change from that described for SCC-3. Major equipment ad- 
ditions in SCC-4A are the AFCH support processor and the TV receiver (E-3A). 
New and improved equipments will replace the following functional items: 

Operations central TACC; 
Data processing and display; 
Communications processor; 
Tropo/LOS radio; and 

-  JTIDS. 

All processors and peripherals are assumed to be interconnected via a 
computer bus. The computer bus interface for this configuration is shown in 
Figure 2-2. 

Traffic flow for SCC-4A is discussed relative to the traffic defined for 
SCC-3. These changes are described by means of changes to the traffic for 
SCC-3.  These changes are reflected in Tables 2-11 and 2-12, 

The major additions to the intershelter traffic are caused by the TV 
link and the processor-to-processor data links. The TV link requires a video 
circuit of 3.5 MHz at the AFCH. Intershelter traffic is increased to support 
intercenter high-speed processor-to-processor data links and a 16 kb/s FAX 
link to each TAB.  Two 16 kb/s data links were assumed to connect each adja- 
cent processor-equipped site. 

The HF and UHF radio net traffic is assumed to be carried on the im- 
proved JTIDS system. The HF and UHF radios are retained for backup capability. 

The addition of the computer bus changes connectivity between shelters 
from SCC-3 to SCC-4A. All computers and peripherals are assumed to be con- 
nected to this bus. These circuits replace the processor/processor/display 
connectivity in SCC-3. 

With the addition of the computer bus in SCC-4A, both intershelter and 
intrashelter traffic can be carried on this but. The processing and pe» 
riphetal equipment contained in each shelter in  shown in Figure 2-21. Data 
processing equipment in the same shelter can communicate with other DP equip- 
ment in that shelter by means of the computer bus. 
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Figure 2-22. SCC-4A AFCH/TACC computer bus inte 

2.4.2.4.2 TWAC traffic loading analysis for SCC-4A. The basic configu- 
ration for the ALCC in SCC-4A is the same as that described for SCC-3 with one 
exception. The interconnect of the display module in the ALCC operations cen- 
tral to the TACC dispaly controller. This link is via the computer bus inter- 
face unit at the TACC. The traffic is listed in Tables 2-11 and 2-12. 

2.4.2.4.3 TUOC traffic loading analysis for SCC-4A. No change was made 
to the TUOC system organization in the transition from SCC-3 to SCC-4A. 

2.4.2.4.4 ALCE/CCt traffic loading analysis for SCC-^-A.  In SCC-4A, the 
HF, UHF, and VHF networks have been replaced by an advanced JTIDS system pro- 
viding access not only to the networks indicated but also interfaces to the 
bus system located at other TAC sites. Remote terminal operation using pro- 
cessors at the TACC and access to the circuit and packet switch system« is 
provided via this link. A local intraconnect unit is also provided as a back- 
up to this system. This allows the ALCE to access the bus system at a TAB. 

Traffic volume for the ALCE and CCT are assumed to remain approximately 
as estimated for SCC-l. 

2.4.2.4.5 CtC/CRP traffic loading analysis for SCC-4A. The basic capa- 
bilities of the CRC/CR? are enhanced by provisions for a data link between 
processors at adjacent nodes» (e.g., CRC, CRPs, and TAC); interconnecting all 
of ehe processors at a node; via a bus system providing display consoles di- 
rect access to that bus system; interconnecting the radard to «;he processing 
system with a 16 kb/s digital link; and using an advanced JTIDS to support the 
HG, VHF, and UHF network requirements. The UHF and HF equipments «re retained 
as backup. 
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The traffic requirements for SCC-4A are listed in Tables 2-11 and 2-12. 
The major impact shown in this table is due to the transmission of the radar 
video signals via a single 16 kb/s data link. Addition of the computer bus 
requires that traffic for this bus be defined separately from that shown in 
the Table. 

Figure 2-23 depicts the computer bus concept and indicates location and 
numbers and types of equipments to be served by the bus. The following para- 
graphs discuss the traffic requirements for the bus. 

PROCESSOR 
NO. 1 

OPERATION 
CENTER 

PROCESSOR 
NO. 2 

AC EC AC 

BIU BIU 
1 

BIU 

AC BC 

1 CPU 12 DISPLAY CONSOLES 
4 MAG TAPES 2 PLOTTERS 
3 DATA CHANNELS 
1 TAPE READER 
1 TAPE PUNCH 
2 DISPLAY CONSOLES 
1 KEYBOARD/PRINTER 
1 DIRECT MEMORY ACCESS 
1 DISC 

Figure 2-23. SCC-4A CRC computer but requirements. 

Intrashelter information flow was estimated for the maximum-configura- 
tion C1C employing a three-cell AII/TSQ-91 operations central collocated with 
an AN/TYC-10 MPC. A block diagram of the intrashelter intreconnect is shown 
in Figure 2-24. An interface unit hat been added to the CRC for DCR r^ums 
which replace the video tignals previously tent from the AN/TPS-43 radar. 
When the DOR concept it developed, it it expected to consolidate many of the 
video signals in the CRC and provide a digital transfer of muui of the infor- 
mation previously handled by video control unit». Quantification of intra- 
thelter traffic for each major equipment Item it detcribed below. 

:_ 
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Figure 2-24. CRC «axlnum configuration  intnshelter bus, AN/TSQ-91 and 
AN/TYC*10 collocated vith three operational cells. 

Data Processing -  The HM-4118 is a general-purpose binary, parallel com- 
puter with an 18-bit word length and s core memory ot 131,072 IS-bit words. 
The main features of the computer are its 4 MHa clock rate and its coinci- 
dent-current, random-access memory with a cycle time of X vcac. The maximum 
data transfer rate over any one of its width channels is 500,000 words/second 

(w/s). Whan two or more'channels are operating, the maytmum data rate Increases 
to 1,000,000 w/s or 18 Hb/s (18-bit words).  In the MFC, the output channels 
are assigned ae fellows: 

System status panel; 
Common display controller (multipurpose consoles); 
Magnetic tape synchroniser (magnetic tape units); 
Operating stations buffer (keyboard, display, pronter paper tape 
punch, and pap^r tape reader); 

- TADIL-B Buffer (XADIL-B/Liok 1 automatic data link); and 
- TADIL-A Buffer (TADIL-A automatic data link). 
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Similarly, the processor in the AN/TSQ-91 addresses its output channels, 
which are the same, but includes a display buffer and correlation buffer and 
not the TADIL-A port*  Its maximum aggregate output is also 18 Mb/a. 

DCR interface unit - Data will be transferred from the radar to the CRC 
DCR interface unit over the intershelter bus at a rate not to exceed 16 kb/s. 
The 16 kb/s transfer rate is taken as the maximum for all data that were pre- 
viously transmitted as video, i.e., height bits, video, and trigger signals 
between the SSRP, video mappers, and DCR. The three video mappers, three 
SSRPs and DCR constitute seven such channels requiring 112 kb/s. 

Common Display Controllers (CDC) - The information transfer rate between 
the PPI and ARD symbol generators and between the display buffer (in the AEM) 
and the console modules, is at the display clock rate of 1.67 Mb/s. The seri- 
al data from the PPI symbol generator and display buffer are in the form of 
24-bit words with three clock periods between each word, while the serial data 
from the ARO symbol generator is in the form of 18-bit words with three clock 
periods between each word. This is the transfer rate of data to the common 
display controllers. The aggregate of this transfer between display buffers, 
16 CDCs, and 16 display consoles is as follows: 

Display buffer 
CDC 
Displays 

19.20 Mb/s 
26.72 Mb/a 
5.76 Mb/a 

Telephone and radio commnicationft - The telephones in th* CRC are ser- 
viced by 72 lines including internal lines and those connecting externally to 
the switch and to A/G radios. The phones are digital and operate at 32 kb/s. 
The total traffic requirement for these lines is 1.120 Mb/s. 

Automatic Data Link (ADL) * The ADL includes all digital communication 
traffic interconnecting the CRC with external links. The requirements for 
these links are: 

8 TADIL-A at 2250 b/s aaxioum 
20 TADIL-B at 2400 b/s max'An 
2 Link 1 at 1200 b/s maxiium 

18 kb/s 
48 kb/s 
2.4 kb/s 
68.4 kb/s 

Totsl intraconnect traffic load - The total traffic load requirement cf 
a maximum-configuration CRC (including MFC) on the intrashelter intraconnect 
is 88.978 Mb/s. 

2.4.2.4.6 FACP tvaffic loading analysis for SCC-4A. In SCC-4A, the 
main impact on the FACP is from remoting the AH/TPS-43K radar signals. This 
requires modification to digitise the radar target information, a remote con- 
trol interface, and a data and voice multiplexer. 
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In this concrpt, the control data from the AN/TSQ-61 is transmitted at 
16 kb/s to the remota control unit at the surveillance radar and the IFF in- 
terrogation.  The positional information and identity from the radar system is 
digitized mtc  transmitted to the display consoles in the AN/TS^-61. Two voice 
channels sr<s provided to interface with the switchboard in the AN/TSC-53. A 
traffic summary is shown in Tables 2-11 and 2-12. 

2.4.2.4.7 ASRT traffic loadi analysis for SCC-4A. The ASRT is no 
longer dependent on the FACP to provide the conmuniations link to the CRC. 
JTICS is used to communicate with the TAF elements, including mission air- 
craft. Table 2-11 summarizes the traffic flow. 

2.4.2.4.8 DASC/TACP traffic loading analysis for SCC-4A.  In this con- 
cept, the hardware remains basically the same as that described for SCC-3. 
JTIDS will carry the traffic previously carried on the ÜHF, VHF, and HF radio 
networks.  Tables 2-11 and 2-12 summarize the traffic. 

The TACP interfaces the advanced JTIDS communications net. The HF/UHF 
radios supporting the voice and data network will be replaced ty  the advanced 
JTIDS terminal. 

2.4.2.5 System Configuration Concept No. 4B,  SCC-4B retains the fea- 
tures developed in SCC-4A of intercenter computer links, intracenter computer 
bue^s with distributed processing, and remoted digitally coded radios.  It in- 
troduces the concept of networks of distributed medium-range radios, radios 
and networks of sensors, and the integration of circuit switching and trans- 
mission group reassignment functions to the intraconnect. 

The networks oi  radios, radars, and sensors will require additional com- 
munication links for coordination and control, which adds to total traffic 
loads. Such functions will be performed for the most part over digital data 
links at rates not expected to exceed 16 kb/s per channel. 

While the integration of the switching functions with the intraconnect 
bus will not affect total traffic, it will reduce significantly the load the 
intraconnect must carry by eliminating traffic duplication at access and 
egress points of both circuit switch (AN/TTC-19) and technical control element 
(CNCE) in previous concepts. 

2.4.2.5.1 AFCH/TACC traffic loading analysis for SCC~4B< SCC-4B is an 
evolutionary system derived from SCC-3 and -4A* All int«rtheUer traffic is 
routed through a communications control center that performs the functions of 
circuit and message switching, technical control, and bus control. 

Two 16 kb/s data links are provided to each adjacent processor-equipped 
site. 

Traffic flow for SCC-4B is discussed relative to traffic for SCC-4A. 
These changes are described by means of changes to the traffic for SCC-4A. 
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The intershelter traffic for this configuration is basically the same as 
for SCC-4A; however, the connectivity of the functional entities is different. 

The TACC operations central, AFCH, and support units are provided with 
digital telephones in the same quantities as required in SCC-i and -2. No 
changes were made from SCC-4A in the estimated traffic in erlangs for the 
switched voice traffic. 

2.4.2.5.2 TWAC traffic loading analysis for SCC-4B.  In this configura- 
tion, the major changes occur in the communications interface at the TACC. 
Equipments in the TWAC that now interface with a comnunications control 
module are digital and operate at a standard 16 kb/s rate. The TDU/MEDU is 
modified to operate at 16 kb/s serial data-transfer rates. 

While the traffic volume did not reflect an increase, the interface with 
the network did increase in bit rate since all ground comnunications are as- 
sumed to be digital. The bit rates of the HF and satellite FAX will likely 
remain low since the HF is a remote operation backup and the satellite ic 
bandwidth-limited.  If data from these sources are inserted into the comnuni- 
cations control center bus, then the bit rate will be increased to 16 kb/s by 
multisampling. 

The weather radar must maintain a high-resolution signal to the dis- 
play. Therefore, the 6 MHz video oust be treated as an analog input. Table 
2-11 simmarires the traffic load on the TWAC. 

2.4.2.5.3 AIXC traffic loading analysis for SCC-4B. In this system 
concept, the operations central ia connected directly to the bus systems asso- 
ciated with the communications control center serving the TACC. ALCC is en- 
tered in Tables 2-11 and 2-12. Here, the TTY traffic is handled by the packet 
switching system, which is an integral part of the communications central. It 
was also assumed that the traffic presently carried via the AN/UYA-7 would be 
replaced by two 16 kb/s circuits JTIDS. 

2.4.2.5.4 TUOC traffic loading analysis for SCC-4B. In this configura- 
tion, the TuOC is converted to digital communications, operating «t 16 kb/s. 
The display interface is converted to 16 kb/s serial data transfer. A 
high-speed printer interface is provided to down-convert the printer bit from 
the 16 kb/s input* A radio is shown (AH/PtC-153) for reference only* the in- 
terface to the aircraft will most likely be via the JTIDS. tables 2-11 and 
2-12 summarises the traffic load for this concept. 

2.4.2.5.5 ALCE/CCt traffic loading analysis for SCC-4B. The organisa- 
tion and traffic loading for the ALCI and CCS are assumed to remain as des- 
cribed for SCC-4A. 
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2.4.2.5.6 CRC/CRP traffic loading analysis for SCC-4B.  The nodal con- 
figuration for SCC-4B is a dramatic change from that described for previous 
SCCs.  All equipments at the node are served by the comnunications control 
module.  In addition, the single radar used in all previous concepts has been 
replaced by a netted radar concept.  Each radar digitizes its output and 
transmits the data back to the CRC via a 16 kb/s link. Although the figures 
indicate radars are all located at the CRC and the traffic analysis indicates 
16 such units, these units may be located anywhere in the deployment and their 
signals transmitted to the CRC via standard 16 kb/s communication links. 

For this scenario, we have also assumed that each console in the system 
can be served by 32 kb/s channels for displays, access to communication capa- 
bilities, and common-user services.  The capabilities of the node have been 
enhanced by using of a bus system that interconnects all user devices to all 
support equipments. 

The communication support package includes both circuit-switch and 
packet-switch capabilities. 

Tablf.s 2-11 and 2-12 list the traffic and circuit requirements for 
SCC-4B. Evaluating the requirements against that m SCC-4A, traffic flowing 
around a node has been substantially decreased. The reasons for this reduc- 
tion are the assumptions that circuit switching is accomplished on the bus and 
that packet switching is employed for transmission of much of the data. 

2.4.2.5.7 FACP/FARS traffic loading analytis for SCC-4B. SCC-4B, a , 
new medium-range FARS is employed to interface with the CRC/CRP through 
JTTDS. As noted in Tables 2-11 and 2-12, the number of circuits is reduced, 
since a part of the FACP function» are now controlled from a remoted position 
(i.e., CRC). The comnunications interface is via an improved JTIDS using two 
16 kb/s, full-duplex channels. Target-track information and control data oc- 
cupy one 16 kb/s channel. 

2.4.2.5.8 ASRT traffic loading analysis for SCC-4B.  SCC-4A and 4B are 
considered identical. Traffic loading for the ASRT in SCC-4B is the same as 
tor SCC-4A. 

2.4.2.5.  DASC/TACP traffic loading analysis for SCC-4B.  In this con- 
cept, the equipment is interconnected via a bus cystem at the communications 
control center. All equipment in the shelters will individually access the 
bus. The bus system acts as the technical control and switching center for 
the node. Tables 2-11 and 2-12 summarize the traftic requirements on the bus. 
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2.5  Performance requirements. 

Intraconnect design must be compatible with an evolutionary time-phased 

growth of C3 equipments as shown in SCC-1 through SCC-4B. In the initial 
application of the intraconnect, it is assumed that technical control 
(AN/TSC-62 or AN/TSQ-111) and circuit switch (AN/TTC-3C, AN/TT039, AN/TTC-42, 

or SB-3865) will exist in the C3 centers. But the post-TRI-TAC era (SCC-4B) 
it is expected the next generation of switching, technical control, and com- 
munications call processing equipment will be integrated to some degree into 
the intraconnect system on a distributed basis. Thereforev the intraconnect 
design must provide the inherent ability to evolve without major cost or re- 
design, from the early SCCs, through the SCC-4B period. 

A modular design approach is needed to facilitate growth without obso- 
lescence and the adaptation of the intraconnect to both samll centers, such as 
the FACP and DASC, and large centers, such as the CRC and TACC. 

Since the primary challenge is to satisfy the operational requirements 
of the larger centers, the TACC and the CRC (Figures 2-25 and 2-26) were se- 
lected as a basis for the architectural analysis. Aside from the presence of 
the search radar in the CRC, but not in the TACC, the two systems are similar 
in comnunications layout. The Communications traffic load of the TACC is 
higher than that for the CRC. The ADP traffic load is higher in the CRC than 
in the TACC. The link numbers in the Figures refer to the quantity of wire 
pairs available between system elements using the present 26-pair cables for 
the intraconnect. 

AJNCTlQ* 
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Figure 2-25. Typical coamunicatlons Intense facility (modeled on aaxiaua CRC). 
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Figure 2-26. Typical intense facility (modeled on maxiraum CRC). 

Because of the similarity between the maximum cac and the TACC, the de- 
sign technique and concept candidate tradeoffs were based upon an }.ntraconnect 
model for a CRC/CRP with the coosunications traffic load (in both number of 
circuits and erlangs of traffic) increased to equal that of a TACC. This pro- 
vides a large-center model representative of the worst case, including radar 
link. 

The information flow studies identified three major categories of traf- 
fic that owst be carried by the intraconnect for this model. They are; 

a.  RatUr information, characterised by wideband analog video data: 
1. IPF/SIF composite video at 6.0 MHz bandwidth; 
2. MTI gated and search video, each at 4.0 MHz bandwidth; 
30  Pretrigger and nine height signals, each at 1.2 MHs bandvidth; and 
4.  Synthetic video, azimuth change pulses, and north mark; each 

at 0.6 MHz bandwidth; 
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b. Coimnunications Information» characterized by narrowband analog or 
serial digita?. data; 
1) Voice/facsimile, either 4 kHz analog or 16/32 kb/s digital data; 
2/ Automatic data link - low-speed serial, digital data - generally 

between 130 and 4000 b/s; and 
3) Teletypewriter - low-speed, asynchronous, serial, digital data - 

generally between 35 and 2400 b/s. 
c. *D?  information, characterized by wideband, generally bit-parallel- 

word ferial, digital data at rates varying fron less than 100,000 
words/second to the 1,000,000 words/second range, with word lengths 
(bus widths) of from 8 to 35 bits: 

1) Processor-to*processor, offering relatively high-speed, parallel 
transfer of data between two or more processors handling dif- 
ferent functions 6r load sharing a single large function. 

2) Processor-to/from-peripheral(s), offering high-speed parallel 
transfer of program (during program paging or overlay opera- 
tions) or data base (for access of either a common data base by 
several processors or for access by one processor of another 
processor's data base in distributed processor, load sharing, or 
backup modes); and also between processors and operator con- 
soles in future systems. 

3) Peripheral-to-peripheral, an anticipated mode whereby operator 
consoles could directly interchange data while conferencing. 

A traffic summary for this model is included in Table 2-11 and 2-12 of 
subsection 2.4. Ncte that the bit rate capacity requirements for both the 
intershelter and intrashelter buses are approximately 150 Mb/s. The tables 
also indicates the allocation of this capacity to communication traffic, ADP 
traffic, and overhead data for intraconnect signalling and control functions. 
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3.0 SYSTEM DESIGN 

This section describes results of studies performed to investigate 
the various techniques and concepts in the design selection.  The recom- 
mended concept is described and the rationale presented to support the 
choice of techniques. With few exceptions, tradeoffs and choice of de- 
sign techniques were clearly evident after detail analyses of performance 
and cost. 

Subsection 3.1 identifies the most promising alternative techniques 
considered and summarizes the conclusions regarding each of these alter- 
natives.  Subsection 3.2 describes the recommended concept. 

3.1 Architecture trade-offs. 

k wide range of techniques were considered in defining the concept 
candidates. Alternatives were identified in network topology, con- 
trol/protocol, multiplexing, and transmission media. These alternatives 
are discussed below, with the rationale guiding selections in each case. 

3.1.1 Alternative intraconnect topologies.  Three basic network 
configurations were considered for the intraconnect links between shel- 
ters and between devices within a common shelter. They are as follows: 

a. Conventional open-loop bus layout.  A single-bus transmission 
path that winds through the site, passing by ea^h element of the C3 
system. Each element connects to the bus by a T-tap at its nearest ap- 
proach. A closed-loop configuration of this approach was also considered. 

b. Inactive star layout* Multiple interconnects between the in- 
terior (closely grouped) system elements and a single, ditect intercon- 
nect between the technical control (AN/TSC-S2 or AN/TSQ-U1) and each of 
the radio equipments iu a star arrangement. The radar, where present, 
would connect directly to the using element. This is the topology of the 
present intraconnect for the C3 centers. 

c. Active star layout* A central transponder (T) controller which 
has a single direct interconnect to each element of the system. Elements 
In separate shelters communicate with each other through the transponder. 

3.1.2 Alternativ* intraconnect control/protocol techniques. Sev- 
eral methods of controlling access to an intershelter and intrashelter 
were considered: 

m 
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a. Centralized static circuit switch. A computer-controlled 
switch matrix/patchboard providing a fixed set of connections among sub- 
scribers that are usually fixed (dedicated) to an operating center re- 
quirement and altered only at tintes of system reconfiguration (analogous 
to a computer-contrciled technical control function such as the 
AN/TSQ-111). 

b. Centralized dynamic-circuit switch. A computer-controlled 
switch matrix providing call processing functions and call-by-call con- 
nections on demand (analogous to a standard telephone switchboard/central 
office such as the AN/TTC-30, AN/TTC-39, AN/TTC-42 and SB-3865). 

c. Integrated bus, switch, and technical control. A concept 
wherein many of the switching functions normally done by a circuit switch 
and technical control facility are integrated with the bus.  The bus, a 
pocket switch, duplicates the switching matrix of the circuit switch and 
in the channel reassignment function of the technical control facility. 

d. Contention/request bus control. Control in which subscribers 
contend for bus access by transmitting a separate request. Contentions 
are resolved by scanning all request lines in priority sequence. 

e. Static dedicated slot bus control. Control where in bus time 
is divided into numerous specific time slots, each one dedicated to the 
use of a specific subscriber on a fixed basis, generally altered only at 
times cf system reconfiguration. 

f. Dynamic dedicated slot bus control. Here, bus time is again 
divided into numerous specific time slots, each of which can be assigned 
to any subscriber for the duration of a comnuncation on a demand/prior- 
ity/precedence besis. 

g. Polled bus control. Control «Therein subscribers transmit only 
when they are polled, via the bus by a bus control unit« 

h. Loaned bus control. Control wherein subscribers act as in pol- 
led control but polling and supervision are carried on a separate channel 
fron data (outside "he bus proper). 

3.1.3 Alternative multiplexing technique». Pour methods of carry- 
ing multiple communication Channels on a command intershtlter or int.'a* 
shelter were considered: 

a. PDK/FDH/PDM. The standard POM technique of building groups by 
frequency stacking voice (4 kHz) channels» frequency stacking the groups 
into supergroups» and finally stacking supergroups into mastergroups. 
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b. TDM/FDM/FDM. An analog-to-digital (A/D) method for converting 
basic-voice (4 kHz) channels into CVSD digital (16/32 kb/s) channels, 
farming initial low-speed groups by TDM of several channels, frequency 
stacking the groups into supergroups and then into mastergroups. 

c. TDM/TDM/TDM. A/D converting channels as in TDM/FDM/FDM and 
TDM/TDM/TDM above, formint, groups and supergroups by hierarchical time- 
division multiplexing as in TDM/TDM/TDK above, then sending the several 
supergroups via separate, space division multiplex (SDM) paths, e.g., 
separate fibers in a multifiber optical cable. 

3.1.4 Alternative Transmission Media.  Three basic types of trans- 
mission media were considered for this intershelter bus: 

a. Cable television. A medium characterized by a single coaxial 
cable distribution system using system components available from a CATV 
industry. Generally, either a 5-300 MHz simplex bus or a 5-110/170-300 
MHz full-duplex bus is used. 

b. Fiber optics.  A medium characterized by either a light-emit- 
ting diode (LED) or semiconductor User source, glass (silica) or plastic 
fiber conductor, and a positive-intrinsic-negative (PIN) diode or ava- 
lanche-photo diode (APD) detector. Bit r^tes up to 100 Mb/s are current- 
ly possible, with higher bit rates anticipated as technology matures. 

c. Electromagnetic radiation (EMR). A medium considered in three 
distinct bands: 

1-  Rüdio - up to 1 GHz; 
•2. Microwave - from 1 to 30 GHz; and 
3. Millimeter wave (maw) - above 30 GHz generally but, more speci- 

fically for the purposes of this analysis, the 5 nn band from 
57 to 63 GHz where absorption by atmospheric oxygen exceeds 10 
dB/Va at any altitude up to 3 km. 

Cable Television, fiber optics, and oulticonductor ribbon cable 
were considered for the i.*trashelter bus transmission media. 

3.1.5 FT candidate systems. The alternative design candidates 
from 3.1.1 were included in five most promising systems. These systems 
were then evaluated in a trade-off to determine which systems was best 
for FI applications* These candidate systems are: 

- Millimeter wave-frequency division multiplex (maw-rDM); 
- Millimeter wave-time division multiplex (ww TDM); 
- Cable television*frequency division multiplex (CATV-FDM); 
- CATV-TDM Cable television-time division multiplex (CATV-TDM); 
- Fiber optics-time division multiplex (FO-TDM). 

3-3 



3.1.6 Evaluation methodology.  The cost-effectiveness methodology 
developed to aid in the concept selection process was based on previous 
experience in performing similar evaluations during the Army Integrated 
Tactical Communications System (INTACS) study.  Recommendations for rhe 
selected intraconnect concept are based on evaluations of cost and opera- 
tional effectiveness for candidate concepts that meet TAF requirements. 
The maximum configuration for the CRC was chosen as a basis for the eval- 
uation. 

The intraconnect architecture analysis performed in Task 1 defines 
the candidate protocol/transmission technologies and candidate concepts 
best suited for producing a flexible, modular, composite system capable 
of serving TAF facilities in future SCCs. 

3.1.7 Selection of most cost-effective candidate.  The fiber op- 
tics transmission system is selected for the most cost-effective candi- 
date.  The demand-access polled-bus control scheme is chosen over the 
contention approach for its simpler crypto requirements and for its abil- 
ity to handle mulitple levels of precedence.  Its ccat is higher than the 
contention approach in SCC-4A (bv $2A,000 for equipment only) but lower 
in SCC-4B (by $33,000 for equipment where the cheaper LIUs offset the 
more expensive subscanners). The life-cycle cost difference ranges from 
1.6 percent to 3.2 percent depending on concept and implementation. 

The star bus configuration with an active transponder and bus con- 
trol unit is retained and augmented with a second-level bus within the 
shelter that has a submaster controller called an LICÜ permitting users 
of the sub-bus to cosnunicate independently of the star bus and to do 
this even in the case of link loss to the transponder. 

Although performance and coat ccoparisons were based on a maximum 
link length of 1500 feet (0.5 km) (the capability of the current system), 
there is no inherent constraint precluding greater separation between 
units* The fiber optics and millimeter wave candidates are both capable 
of 8 km range with lower signal margins but still within the performance 
specifications required. The CATV candidate accommodates cable runs 
longer than 1500 feet with a cable repeater for every additional 1500 
feet at a per-unit cost of $650. This would reduce the availability of 
the CATV system as a result of the additional 425-foot reels cf cable and 
the repeaters. Availability of the fiber optic and millimeter wave radio 
candidates would not change if separation between the transponder and 
other shelters were increased to 8 km. There would be no change in the 
radio equipment (although outages from propagation anomalies might be 
more frequent and longer Usting) and 8 km fiber optics cables can be 
driven with the specified T/K units as well as 0.5 km cables. The fiber 
optic cables would be configured on one-piece, 1 km cables weighing about 
70 pounds (32 kg) and required a two-man cable-laying crew. This would 
increase the installation time for a fixed crew siae beyond the addition- 
al walking time involved« 
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3.1.8 Sumnary and conclusions.  Fiber optics transmission have the 
most cost-effectjve performance in all four system configuration con- 
cepts.  Salient advantages and comparisons wich the current cable system 
are presented in Table 3-1. With a 10-year life-cycle cost at 1978 
prices (including manpower costs for technical control and switch opera- 
tors) of less than 2/3 the present cable system, it has other advantages 
including greater bandwidth potential; resistance to degradation from 
EMP, RFI, or lightning; and lower service outages (less than 1/18 the 
cable system for the two-link case). 

TABLE 3-1.  FIBER OPTIC BUS ADVANTAGES AND COMPARISON WITH PRESENT SYSTEM 

ADVANTAGE FIBER OPTIC PERFORMANCE CURRENT SYSTEM         j 

Fastest service 
restoration 

One-half hour per link Two hours per link 

Ceble impervious to 
EHP or lightning 
disruption 

Nonmetallic glass fiber; 
bit error rateanO"8 

Worst - 52 metallic con- 
ductors per cable carry 
bulk current induced of 
10,000 amperes* 

Two link av&ilability 
best 

0.9974 or better 0.9524 availability;    |! 

unavailability is 18.3 
times that of fiber     j 
optics 

Smallest size, 
lowest weight 

94.8 cu ft; 1863 lbs 
(SCC-1, -2, and -3) 

Heaviest, biggest (18,240 
lbs, 534 cu ft) 

Lowest cost alter- 
native now, with 
further cost reduc- 
tions in prospect 

$6.9M (SCC-1, -2, and -3) Most expensive alternative 
1 (S10.8H ICC) 

Available bandwidth 
adapts easily to 
service expansion 

100 Nb/s per fiber, 
7 *1btrs available per 
link 

4 kHz bandwidth per pair; 
could car^y 1.544 Mb/s per 

' pair with T-carrier equip- 
ment 

♦O.E. Godts, "Lightning Probability Damage and Hardening ReQuireraents,H 1977 
IEEE International Symposium on Electromagnetic Compatibility Conference 
Record, August 1977. (For yN-130 which is used In CX-4S66 caMe.) 
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Rapid improvement in fiber optics technology and sharp reductions 
iu  component costs are expected as a result of increasing acceptance of 
this transmission medium for other applications in teleeomaunicat ions, 
industry, and the military. 

A static, dedicated time-slot bus architecture was found to be ef- 
fective in SCC-1, -2, and -3, but this is upgraded through an evolution- 
ary approach leading ultimately to an adaptive demand-access bus provid- 
ing rapid access and multiple levels of message precedence. 

Costs for R&D were charged igainst the candidate SCC in which they 
first appeared, assuming an evolutionary approach.  It is possible, how- 
ever, to start with an advanced concept and calculate the life-cycle cost 
for it (assuming no prior developments) by adding in the R&D costs for 
components for which R&D was expensed in an earlier SCC. All cost data 
are presented in Appendixes I and J of Task X Final Report, allowing the 
reader to cost his own system coat)inations. 

3.2 Recomended architecture. 

Recommended system architecture is a two-level bus concept using an 
active star topology for the intershelter bus (Figure 3-1) and an open- 
loop con entional bus topology, (Figure 3-2) for the intrashelter bus. 
The bus access protocol consists of a two-level polling scheme allowing a 
great flexibility in bus access during the evolution from the SCC-1 
through SCC-4B crnfigurations.  In SCC-1, -2, and -3, a simple fixed-se- 
quence, polled approach is used for intershelter bus access while a sepa- 
rate fixed-*rquenca, polled approach is used for intrashelter bur ac- 
cess. In SCC-4A and -4B the polling algorithms will be changed to a de- 
mand-access technique in both the intershelter and intrashelter buses to 
provide dynamic bus access. 

The versatility of the protocol design permits coapatible operation 
between the intraconnect and the interfacing C3 equipment during «ach 
steige of its evolution. As more sophisticated ADP and twitching equip- 
ments are phased into inventory, the operational capabilities of the in- 
traconnect are upgraded to complement these concepts without reenglneer- 
ing the intraconnect. 

3.2*1 Intersheittr bus. The intershelter bus transmission system 
consists of two links between the transponder and each shelter; One up- 
link from the shelter to the transponder, and one down-Iink from the 
transponder to the shelter. The first level of polling for transmission 
of data between shelters is performed by the transponder/controller, 
which polls one shelter at a time in the specific sequence defined by the 
polling algorithm« This is accomplished by transmitting all the polled 
theUer'i polling «Uta, including its address over every down-1 ink in the 
STAR. 
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Figure S-l,    External intriccmt*«ct  tapology. 
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EQUIPMENT SHELTER 

EXTERNAL 
INTRACONNECT 

Figure 3*2. Local intraconnect topology« 

Upon recognition of its address and polling information, the polled 
shelter then transmits its response over the up*link to the transponder. 
This response includes the status of the polled shelter plus all data 
fro« its subscribe^ tensinals that are to be transmitted to other shel- 
ter». The transponser retraauiits the shelter's response over the inter- 
sh.lter down-links to every shelter in the system. Each shelter receives 
all transmissions on the bus fro«; all sources. Hcwtver» a shelter re- 
sponds only to those transmissions addressed to it and to its subscriber 
terminals. 

The polling mechanism in the External Intraconnect Control Unit 
(tlCU) is designed so the intrashelter polling algorithm is operator-se- 
lectable from a simple fixed-sequence polling scheme to accoveodate the 
static-polling nature of the bus in SCC-l, -2, a«id -3, to a sophisticated 
priority-polling algorithm scheme on a dynamic basis in SCC-4B. 

»    i 
* 
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Intershelter bus signals are multiplexed in a TDM/TDM/JDM hierarchy 
and transmitted between each equipment shelter or assemblage of shelters 

?n J:^6 transPonder' via a multi-fiber optical cable. Four fibers carry 
50 Mb/s data each, and one fiber carries clock, and high-speed video 
channels. At each shelter, an external intraconnect (EIU) interfaces the 
external bus to that shelter. Each EIU consists of five LED and APD 
transceivers along with four 10:1 multiplexer/demultiplexers arranged as 
shown in Figure 3-3. Each EIU, therefore, provides the interface between 
the intershelter bus1 fiber optic transmission media outside the shelter 
and its electrical transmission media within the shelter. It further 
converts the four high-speed (50 Mb/s) channels to a set of 40 parallel 5« 

bus channels. Thirty-six of these channels are used as the data bus; the 
remaining four channels for 5 MHz clock and three control lines. The 
same optical transceiver and multiplex circuitry is used at the other end 
of the linx in the transponder. 

( 

LOCAl 
IISITRACONNFCT 
BUS 
40 
PARAUK 
CHANNELS 
AT 
5 MB/S 

{Up- 

\ XUHNAL 
INTRACONNECT 
BUS 5X50 MB/S 
imu^s h of 
7 OPTIC FIRf HS 
IN CABLF 

Figure 3-3 TDM-SDM. 

After conversion by the EIU to the 40-chimnel but electrical for- 
mat, bus data are applied to the LICÜ at the shelter wall. The LICU is 
the interface between the intershelter and intrasheltcr bua systems. In 
interfacing the intershelter bua» it acts aa a »lave unit and only re- 
sponds when it is polled by the EICU. 
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3.2.2 Intrashelter bus.  On the intrashelter bus side, the LICU 
acts as the bus controller and performs three major functions: 

a. At all times when there is no external-to-internal bus data in- 
terchange, the LICU continually polls all terminal devices on 
the internal bus in sequence (according to priority), allowing 
them to interchange data with each other and with the LICU. 

b. When a device on the internal bus has data to be transmitted on 
the external bus, the LICU buffers and then transmits the data 
when polled by the EICU. 

c. The LICU receives all external bus data and interprets both the 
address and data-type coding.  If the address or the data type 
are addressed to its intrashelter bus, the LICU buffers the 
data and retransmits it in sequence with other data on the in- 
trashelter bus. 

The intrashelter bus data are transmitted bidirectionally on a 
40-conductor, twisted-pair ribbon cable. The data on this bus are for- 
matted as a 36-bit parallel data word transmitted on 36 of the conductors 
at a 5 megaword/second (Mw/s) rate. One of the remaining four conductors 
carries a 5 MHz clock, and the remaining three conductors carry control 
bits at 5 Mb/s rate each. The bus operates on a demand-response basis 
under control of the LICU, which controls the access of each local ititra- 
connect unit (LIU) to the internal bus, and interfaces the internal bus 
and the external bus as necessary. Under normal circumstances, the LIU 
will be allowed to intercommunicate without interference from the extern- 
al birs.  Each LIU responds to a poll from the LICU upon recognition of 
its address in the polling transmission. The polled LIU responds with 
its own status response and any data being transferred to another LIU via 
the bus. When the LICU receives external bus data, either adJresss^ to a 
LIU within its control (or data of a type it is programed to pass on to 
the internal bus), the LICU buffers that data and retransmits it on the 
internal bus as soon as the current transmission on the internal is fin- 
ished.  If data on the internal bus are addressed to an external bus, or 
the data are a type the LICU is programmed to pass on to the external 
bus, the LICU will buffer and retransmit such data externally as soon as 
it is polled by the EICU. 

The polling mechanism in the LICU can be designed for progressing 
with either a simple fixed-sequence polling algorithm (as required in 
SCC-I, -2 and -3) or with a more complex, dynamic polling algorithm as 
required in SCC-4A and 4B. 

Each device interfacing the internal bus does so through a general- 
purpose LIU. This unit (Fig. 3-4) consists of the wodems (line drivers 
and receivers) necessary to interface electrically with the 40-cottductor 
twisted-pair internal bus and the terminal device being serviced. The 
LIU also contains a buffer; a microprocessor subsystem to handle the in- 
ternal bus protocol» direct input/output of the buffer in both direc- 
tions, and handle the protocol between the LICU find the device it is in- 
terfacing* 
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Figure 3-4.  General purpose local intraconnect unit. 

In some cases, to provide interfaces with specific existing termi- 
nal devices, an adapter must be added to the LIU as illustrated in Fig- 
ures 3-5 and 3-6. As shown, the adapter provides specific electrical in- 
terface with the device and, via firmware connected to the microproces- 
sor, performs the necessary protocol with the device under processor con- 
trol. As illustrated in Figure 3-5, a single LIU can provide the inter- 
face for up to 10 relatively low-speed communication devices (under 100 
kb/s).  For ADP devices which are higher speed, an LIU can interface only 
a single device (Fig. 3-6). Many existing families of ADP equipment that 
include CPUs, disks, magnetic tape units, paper tape units, operator con- 
soles, etc., have been designed for operation on a common bus within each 
family. These peripherals will interface with the flexible intraconnect 
through identical adapters as shown in Figure 3-7. Until the standard 
interface is widely adopted, the hardware adapters and the programmable 
microprocessor in the LIU can provide the transformations required be- 
tween the characteristics of the device interface and those of the stand- 
ard LIU interface to enable data interchange between ADP devices with 
nominally incompatible interfaces. An arbitrary processor with its own 
standard interface can comnunicate with the bus via an LIU containing an 
adapter. The adapter function translates data into a common format for 
transmission via the internal but. An arbitrary peripheral, operating 
under a different standard interface, can be translated into the common 
format by another adapter. In this manner, data to and from both devices 
will exist on the bus in a coonon format, which will be accepted by each 
LIU and translated into the format of the respective terminal device in- 
terface. 
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Figure 3-5. Local intraconnect unit interfacing ten telephone users. 
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Figure 3-6t     Interfacing ADP device. 
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Figure 3-7.  LIU later facing ADP and peripherals. 
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The LIU will be a flexible unit capable of being programmed to 
transform formats of existing and interim ADP and communications equip- 
ment.  In the future, new equipment using the FI will be designed in ac- 
cordance with the standard interface making adapters unnecessary. 

3.2.3 Evolving configurations of recommended system implementa- 
tion.  Recommended two-level bus architecture permits the Flexible Intra- 
connect to evolve from the present dedicated-circuit configuration (with 
patching performed in a separate technical control and switching in a 
separate centralized switch) into a higher capacity demand-access config- 
uration retaining separate patching and switching facilities, and further 
into the ultimate configuration in which patching and switching are in- 
herent features of the bus architecture, eliminating many requirements 
for the switch and tech control facilities to provide such functions. 
There are three phases in the evolution process. 

Phase I corresponds to SCC-1, -2, and -3 and replaces each circuit 
in the current intraconnect with a static-dedicated message block on the 
bus. Bus access is controlled through a simple fixed-polling sequence. 

Phase II, corresponding to SCC-4A, includes a priority-polling al- 
gorithm permitting bus message blocks to be dynamically dedicated to ac- 
tive users only, i.e., those which «re off-hook, thus increasing the 
available bus capacity. Where over 40 percent of the bus capacity in 
Phase I is required for communications traffic, this is reduced to 15.5 
percent in Phase II even though traffic loads are slightly higher. The 
bus capacity balance is available to serve growing ADV  traffic needs. 
The change from static to dynamic-dedicated message blocks is accomplish- 
ed through software changes in the EICU and l.ICU. For both Phase I and 
Phase II, separate centralized patching and switching are retained. 

Phase III corresponds to SCC-4B. By nodular expansion, circuits 
can be added to the LICU providing such call processing functions as 
loop-loop signaling, conferencing, and priority overridos. The inherent 
distributed switching capability of the polled-bus systera is used in 
Phase 1X1 to augment and replace sosae functions It*  the circuit switch and 
technical control facility. 

Sunsaries of the recooRs^ded intraconnects tor each of the three 
phases of the evolution is discussed in the following subsections. 

3.2.3.1 Phase I (SCC-1, -2, and -3). The two-level bus intracon- 

nects all elements of the C3 center and provides dedicated message 
blocks exactly duplicating the wire runs of the current intraconnect. A 
32 kb/s space on the bus is allocated for every intershelter circuit in 
the present system, which it replaces. To accomplish this without modi- 
fying present shelter designs or Impacting current C3 equipment devel- 
opments for SCC-1, -2, and -3, the EIÜ, LICU, and all LIUs can be housed 
In a box external to the shelter. The cooMunications LIUs will Interface 
directly with the 26-pair cable connectors at the shelter wall as Illus- 
trated in Figures 3-8 and 3-9. 
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Intershelter and intrashelter bus access is provided by sfatically 
allocating message blocks and by fixed-sequence polling algorithms in 
both the EICU (for intershelter) and the LICÜ. 

3.2.3.2 Phase II (SCC'4A).  In Phase II, the intraconnect protocol 
is changed to a dynamic access approach by allocating message blocks only 
to active users. Each subscriber^ status (active/inactive) is monitored 
and space dynamically allocated while the subscriber remains active. The 
difference in the implerneitation between Phase I and Phase II is in how 
the user-device seizes and releases space on the bus, and in time dedi- 
cated to each shelter on the intershelter bus and to each LIU on the in- 
trashelter bus. The same packet transfer will be performed to provide 
the intraconnect service for the telephone transmission from DNVTs as 
performed in Phase I. 

3.2.3.3 Phase III (SCC-4B). In Phase III, circuits are added co 
the FJCU to provide call processing functions such as address transla- 
tion, classmarked service, and external interface controls. The addi- 
tional processing functions allow realization of the benefits of the dis- 
tributed packet switching capabilitities, which are inherent advantages 
of the bus system concept, distributed packet switching on the bus can 
eliminate the need for many functions performed in the circuit switch and 
technical control facility in the po»t-1995 period. 

Phase III implements ion of the reconnended intraconnect is shown in 
Figure 3-10. The major differences between this system and the Phase II 
system are; 

a. The intrashelter bus, EIU, LICU, and LIU are all housed Inter- 
nal to the shelter; 

b. k  single connector on the shelter wall for a multi-fiber cable 
to the transponder is the only flexible intraconnect cable con- 
nection required to communicate with other rhelters in the cen- 
ter; 

c. The terminal devices interface directly with their LIUs, elimi- 
nating the C6-pair cables within the shelter; 

d. RUB capacity for AD? equipment is significantly increased; and 
e* The appearance of the call processing function in the EICU. 
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3.2.4 Physical aspects of bus design. At present, an equipment 
shelter at a TACC or CRC/CRP intraconnects to the remaining elements at 
the c3 center via numerous CX-4566 26-palr cable assemblies. One ex- 
ample of this is the technical control commnications central (AN/TS062) 
shown in Figure 3-11, which has 60 26-pair cable "connectors ' on its side 
wall.  From these connectors, cables run in all directions to other shel- 
ters within the center, frequently passing over the shelter as Illustra- 
ted to relieve congestion. 

Figure 3-11. Coonunications central AK/TSC-r2 (present cable system). 

In future equipment designs» the recoomended flexible intraconnect 
bus will replace all these cables with a single cable as shown in Figure 
3-12. This fiber-opiics cable will contain multiple optical fibers. A 
seven-fiber cable in shown in Figure 3-13. The cable, 6.4 mt  (0.25 
inches) in overall diameter, has a polyurethane inner jacket surrounding 
the optical fibers surrounded by Kevlar-strength aembers, helicaily 
laid. A layer of Teflon tape surrounds the ctrength meatars followed by 
an outer jacket of polyurethane» The Kevlar-strength members provide 
longitudinal tension strength, the two polyurethane jackets provide pad- 
ding tor protection against crushing as well ao weather protection, and 
the refloo tape provides stress relief between the inner and outer 
bera during bending. 
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Figure 3-12    Coonunications central AN/TSC-62  (recom^nded system). 
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Figure 3*13. External strength aeober - 7-fiber cable. 
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It is acknowledged that a single cable Flexible Intracotmect bus 
cannot oe fielded and plugged directly into the existing shelters with 
their multiple 26-pair connectors on the wall, nor is it reconmended that 
existing equipment be remanufactured to convert from the multiple 26-pair 
connectors to the single seven-fiber optical connector.  Instead, the EIU 
can be mounted initially in an externa1. bcx along with all the LIUs, for 
communications devices (Fig. 3-9).  This external box would interconnect 
to the existing 26-pair cable locks on the shelter walls via pigtails and 
convert to the single seven-fiber optical cable as shown. For transport, 
this external EIU/LIU box could mount on the air conditioning pallet as 
illustrated« 
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4.0 OPERATIONAL REQUIREMENTS 

The Operatiotial requirements of the FI have evolved throughout Phase I. 
Through the exchange of operational and functional concepts between the gov- 
ernment and this contractor, system requirements have experienced several 
levels of refinement. Many specification parameters have been defined in con- 
siderable detail during Phase I.  However, they have not at this time been 
compiled into a composite specification. 

An overview of the operational requirements is given in this section. 
They are also discussed In detail along with the conciptual design of the FI 
in Sections 5.0 through 10.0. 

4.1 FI architecture. 

The FI architecture developed in Task I and II of the study defined the 
requirement for a two-level bus transmission system; one bus to carry the 
Local (Intraahelter) traffic. Figure 1-2 Illustrate, the general conflgura- 

cente«     ^ "*" *** trAfflC rt<'ülrwft«"« *******  ^r the C^ equipment 

The external intraconnect (El) must be constructed on a star topology 
wich legs emanating fro« an active transponder to provide each shelter on the 
PI with up and downlink comini cat ions. The El must provide the transmission 
facility for both bidirectional digital traffic between the devices on local 
intraconnects (LI) in different shelters, and unidirectional, hig^-»?*«^ ana- 
log traffic used mainly to support the video and asiisuth/elevstion signals 
from the radar shelter'« to the overatlona central shelter. The digital El 

traffic must be switched and regeneratively repeated in the transponder and 
the data radiated out to all shelters on the El. The analog signals are to be 
semi-permanently patched on dedicated channels through the transponder, re- 
peated if required, and transmitted downlink only to the shelter hcusing the 
destination device. 

The nuaber of legs on the El sta*- up and downlinks (iigital and ansiog) 
between shelters and the transponder must be adaptive to meet the needs of 
both large and small TAP centers, without inordinately taxing the small cen- 
ters. The caximua number of legs on the CI is limited to 63. The required 
maxünim number of £1 legs identified during the traffic study of Tssk I was 
19. Thus; the requirement for 63 legs will provide a good margin for future 

growth. 

The digital infershelter traft *  requirement defined in the traffic 
analysis of Task I was 150 Kb/s (data, overhead and margin) maximum for 
SCC-4B. The system requirement that L.. " El transmission facility be capable 
of adapting to various rates up to 200 Mb/s has beer defined and exceeds the 
requirements with a 25 percent margin. 
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The transponder is required to perform the functions listed below for 
the FT to provide a svitched-active stav El communication facility between 
shelters. 

a. Accept digital data from each shelters uplink, 
b. Select ehe appropriate digital uplink for retransmission, 
c. Regenerate the selected uplink signals, 
d. Transmit the selected data signals to all the «heiter downlinks on 

the £1; and 
e. Provide through patching for the dedicated analog channels. 

Security requirements imposed on the EX are protection from breach of 
privacy and traffic flow security.  Encryption is required on all data trans- 
mitted intershelter on the EX. Furthermore, continuous transmission is re- 
quired on each uplink to provide the required traffic-flow security.  This 
consists of a pseudorandom sequence interspersed with valid data packets. 
Also, no information may be placed on the data lines or any clock or synchro- 
nization lines which will indicate when messages stait or stop. 

The local intreconnect (LI) is required to be constructed on a parallel 
open-loop topology that can support up to 64 Loca! Xntraconnect Units (LXUs). 
The LX must provide the transmission facility for bidirectional digital traf- 
fic beteen devices within the shelter. The LX bus is to provide up to 360 
Mb/» transmission over 300 ft. of LX bus cable. The LIU is required to pro- 
vide the interface and LX bua access faclity for the devices serviced by the 
FX. 

The LX interface specificationa, device/LXU interface (defined by the FX 
Interface Standard^ end the LX bus interface are required to be rigid. The 
burden to be compatible with the FX is placed on the ujer devices; the inten- 
tion being that new equipment designs, which are to use the FX, will provide 
an FX compatible interface. Rigid interface specifications are intended ro 
provide for a single LXU design to service all device types using the FT. De- 
vices not compatible with the FX Interface Standard are required to interface 
the LXU through a selected adaptor unit (SAU). SAUs will be provided by the 
FX to provide format and signal transformation and the protocol functions re- 
quired to access the FX. 

4.2 Fx laaataaifaL 

There is a requirement to establish networks within the Flexible Xntra- 
connect to serve special needs of Fl users. These subnetworks ere established 
through the network controller or the FX Manager, end operate at a level of 
system protocol entirely within the confines of the FX, i.e., transparent to 
device protocol. The following subnetworks can te established on the "I: 

4.2.1  Direct address. A direct address network is the most basic mode 
of transmission over the FX. Xt is used for the direct transfer of messages 
between two devices end is, therefore, a two-party network (Fig. 4-1). The 
data transfer rate is fixed. The coamiaicetiett can he simplex or duplex ec^ a 
point-to-point network cen be set up by cowand/response messages between the 
fl  Manager and the perticipating devices. 
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Figure 4-1. Direct address transmission. 

4.2.2  Vii-tual bus. A virtual bus is a network wherein all partici- 
paats on a particular virtual bus network transmit at selected rates to all 
other participants! and transmissions from any one is received simultaneously 
by all others (Fig. 4-2). There may be up to 63 virtual busse* on the Ft. A 
virtual bus may operate at any rat« up to a maximum of 10 Mb/s. 

j Device 
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fice 1 Device 1 
N        1 

1 \ 

Figure 4-2. Virtual bus. 

Devices participating on a virtual bus transmit in a sequence fixed by 
the FI Manager. A device will transmit to all other devices on the virtual 
bus when its order in the sequence comes up. The rate at which a device is 
programsed to transmit determines its repitition interval in the format of the 
virtual bus. A virtual bus provides the capability for a device to transmit 
data to a number of other devices at a given rate of transmission. A device 
may trankt»«:: to any or all devices on its virtual bus. 

4.2.3  Lazy susan.  In a lacy susan network, messages are trancferred 
from one device to another in a serial closed loop (Fig. 4-3). Upon receipt 
of a single meesage block, each device holds it for a fixed interval during 
which it may alter, or add to its contents before passing it tc the next de- 
vice. There may be up to 63 shelters participating on any one lazy susan bus; 
i.e., any one bus may traverse the El up to 63 tines fro» the originating 
(master) device to the last device on the network. However, a lazy susan net- 
work may operate at a fixed rate to to 10 Mb/s maximum. There may be up to 
63 lazy susan networks on the FI, and they may have a composite rate of up to 
20 Mb/s. A lazy susan network may be set up among several AD? devices where 
different sources contribute component parts tc a composite array of Inter- 
acting data. 
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Figure 4-3.  Lazy susan bus, 

4.2.4  Broadcast. A broadcast network is one in which any participant 
may simultaneously transmit a message block to all other participants (Fig. 
A-4). A broadcast network will typically have a few source devices and many 
passive recipients, although any or all participating devices may transmit if 
so prograumed by the Fl Manager. A broadcast network may be set up as a local 
broadcast, or an all-FI broadcast.  In a local broadcast, participation is 
limited to devices on one U whereas an all-FI network can include any device 
on the FI. A local broadcast transmission will not go over the El. The 
broadcast network is useful in dissiminating data from high-density informa- 
tion sources to large numbers of passive recipients. 

Rec 
Device 2 

jRec" 
Device IS 

Figure 4-4. Broadcast network. 

4.3 FI control functions. 

Ihe FI functions under the supervision of a cowsunications control 
officer to support the data transmission demands of the ADP and comm terminal 
equipment. These equipment comprise a variety of data rates sod structures. 
The FI control system design must be adaptive and flexible Co meet these de- 
mands. The requirements and iaplementation of the system controls required 
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to meet these requirements are discussed in detail in Section 5.3. Therefore, 
the requirements will not be discussed again in this section*. The aspects of 
system control which were studied in Task III are listed below for ease of 
reference. 

System Initalization Control 
Database Generation 
El Initialization 
LI Initialization 

Device Net Configuration Control 
Establishment 
Modification 
Termination 

Data Transmission Control 
Data Transfer Protocols 

Database Management 
Error Control 
Failure Control 

Graceful Degradation 
Resource Management 

4.4 Interface design« 

The LI interfaces have been defined in Phase I except for tneir electri- 
cal signal characteristics.   Their characteristics are discussed in detail 
in Section 6.0 and 5.1.2 respectively, and will be listed briefly below. 

Device/LIU interface - The interface between the Device and LIU is de- 
fined by the FI Interface Standard as described in Section 6.0. The data 
transfer chavacteristics at the interface are: 

a. Data Transfer Controller: LIU; 
be Data Transfer Type:  DMA, 
c. Word Size:  18 bits (2 folded 9-bit words); 
d. Message Size:  l-to-1024 words max; 
e* Transfer Rate: 10 Mw/s max (determined by device); and 
f. Data Transfer Control: Device/LIU protocol (defined by FI Interface 

Standard). 

The same interface characteristics also govern data transfer between the LICU 
and the EIU. 

HU/LI bus interface - The LI bus interface characteristics (also dis- 
cussed in Section 5.1.2) are listed below; 

a. Data transfer type: DMA; 
b. Word Size: 36 bits (2 folded 18 bit words); 
c. Message Size: l-to~5I2 words max; 
d. Transfer Sate: iO Mu/s max (defined by system clock); 
e. Data Transfer Control: Device/LIU Protocol; and 
f. Data Transfer Controller: LICU grants bus control to polled LIU. 
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The EI external shelter interface is tentatively defined as four-channel 
fiber optic up and down channels. The interface is defined in Section 5.2.4. 

a. Data Transfer Type: TDMA; 
b. Word Size: 36 bits; 
c. Byte Size: 4 bits parallel; 
d. message Size: l-to-512 words; max; 
e. Transfer Rate: 50 Mb/s per channel; 
f. No. of parallel channels: 4 channels (? 50 Mb/s yields a 180 Mw/s; 
g. Data Transfer Control: not defined but, probably will be defined 

about the same as the U bus; and 
h. Data Transfer Controller: EICU grants control to the polled EICU. 

4.5 System error performance. 

System error performance required on data transmission through the FI 
were preliminarily specified during Task III.  The two aspects of error con- 
trol that were defined are the protection of user data against undetected 
errors, and misrouting data  to the wrong destination. The preliminary speci- 
fications for both control functions are listed below* 

4.5.1 Data Error. 
Requirement: 

IxliT12 undetected Bit-Error Rate (BER) 
Assumptions: 

IxlO"'8 Inherant Channel BER 
Errors Statistically Independent 

Action: 
upon detection of an error in the data block the data is to be 
discarded and an error message sent to the destination device. 

4.5.2 Header Error. 
Requirement: 

5,000 years mean-time to undetected header error. 
Assumptions: 

5,000 Messages/s. 
1x10-8 Inherent Channel BER 
Errors Statistically Independent 
Point-to-Point Transmission Assumed 
Header ~    FI Network Header & Device Header 

Action: 
Upon detection oi an error in the header, the data is to be 
discarded and an error message sent to the FI Manager. 
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5.0 SYSTEM DESCRIPTION 

The FI is a packetized digital transmission and switching system de- 
signed to provide the voice and data (digital and analog) communications in- 
terconnection among user devices within a TAF center.  Figure 5-1 illustrates 
the two-level bus system consisting of a Local Intraconnect (LI) which pro- 
vides the intrashelter communication between user devices, and an External 
Intraconnect (El), which provides the communication between shelters. 

Figur« 3-1. Flexible interconnect system. 

The LI it an open-loop but consisting of up to sixty-four Local Intra- 
connect Units (LIUs) which provide user device access to the LI. Devices 
whose input/output characteristics (hardware and software) are compatible 
with the LIU/Device Interface Standard (discussed in Section 6*0) may be con- 
nected directly to the LIU* If not, the necessary compatibility conversions 
ere performed by a Selected Adapter Unit (SAU), which is considered as a part 
of the FI equipment. LIU access to the LI bus is controlled by the Local In- 
trt.cunneci. ConttuI Unit (LICU). The LICU polls each LIU in a controlled se- 
quence according to polling algorithms to coordinate the transmission of the 
data onto the bus in formatted message blocks or packets. When a device on 
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one shelter LI is to communici. e with a device on another shelter's LI, the 
data packets mast be transmitted over the ET.  The packets are buffered in 
the LICU and transferred to the El via an External Intraconnect Unit (EIU) 
which provides an LI access to the El bus in a manner similar to the LIU pro- 
viding a device access to the LI bus. Operation of the LI is discussed in 
Section 5.1. 

The El consists of multi-conductor fiber optic cables arranged in a 
star topology to connect each equipment shelter, via an up link and a down 
link, with a centrally located active switching transponder. Both the up and 
down link consists of four parallel 50 Mb/s data channels for a composite of 
200 Mb/s duplex transmission, between each shelter and the transponder. 
There may be as many as 63 legs (LIs) in the star configuration. Access of 
an EIU to the El bus is controlled by the External Intraconnect Control Unit 
^EICU).  The EICU polls each EIU in a controlled sequence, according to the 
El polling algorithm (similar to LI polling) to coordinate the tramsmission 
of data packets between shelters.  The operation of the El is discussed in 
Section 5.2 and Volume II. 

The FI is an adaptive system that can be modified as center require- 
ments change.  Device networks are configured (established, modified and ter- 
minated) under interactive control between select controling devices * d the 
FI Manager. The controling devices request the FI Manager to modify ehe  FI 
to change device network configurations.  In return, the FI Manager, deter- 
mines whether to grant the device requests, and if granted, modifies the FI 
polling algorithms to enact the new device network configurations. 

The flexibility built into the polling control function, and the ease 
of modifying the polling algorithms provides the adaptability needed for ease 
of FI riystem evaluation. The adaptability of the polling mechanLms is mani- 
fest in the ability to evolve from a relatively simple, fixed sequence algo- 
rithm required in SSCs 1, 2, and 3 to a complex dynamically dedicated priori- 
ty polling algorithm in SSC-4A and AB, 

The FI is a distributed control system that operates under the configu- 
ration of the FI Manager. The FX Manager determines polling algorithms for 
both the El and every LI in the system. It also controls the loading of the 
algorithms in the EICU and LICUs. Once the LX polling algorithm is leaded in 
the LICU the packet transmission on the LI is conducted independent of the 
rest of the system, except for intershelter packet transmission. The El also 
operates independently from the rest of the system after its polling algo- 
rithm is loaded. The distributed data tnnsfer control provides the system 
with a strong error control function for degraded operation. The LI can con- 
tinue to provide intrasheltcr data fransfer service upon EX failure, FI Man- 
ager failure, or failure in any other LI. The same is true for the SI trans- 
mission, which continued when one or more LIs fail. The FI system control 
will be discussed in Section 3.3. 
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5.1 Local intr&connect operation. 

The LI is the subsystem of the FI that provides the facility for pack- 
etized voice and data (analog and digital) transfer between devices within 
the shelter. Figure 5-2 illustrates the LI b^ock diagram. The LICÜ acts as 
the LI bus controller and, in this roll, performs three major functions: 

a. When there is no EI/LX bus data interchange, the LICU continually 
polls LIUs on the LI bus in an ordered sequence according to its 
polling algorithm, allowing the resident devices to interchange 
data with each other; 

I DEVICE I 

j DEVICE |     | ADAPTER | 

^ P 
TO -C^ LICU rv 

r n 
LI. BUS (40 LINES) 

JL  JL JL 
I       LIU    j I       LIU     | I        LIU      I 

TT   TT   TT 
I DEVICE  I I AOAPTERI — 

joevwE j 

b. 

Figure 5-2• Local intraconLact. 

Wh«n a device resident en the LI has data to be transmitted over 
the El to a device resident on another LI, the LICU buffers the 
data and then transfers it to the El via the EIU; and 
the LICU receives all El data destined for the LI, buffers it, and 
retraasmits the data over the LI but Imsediately following the end 
of the response packet fro« the most recently polled LIU» 
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The LIU transfers the device's (SAU) data message into its buffer, for- 
mulates the network header for transmission control, packetizes the device 
message and network header, and when polled, transfers the packet onto the LI 
bus for transmission to its destination device. The LI bus data and control 
signals are transmitted bidirectionally on a 40-conductor twisted-pair ribbon 
cable,  fhe data is transferred between the LIUs and LICU on a demand-respon- 
se Time Division Multiple Access (TDMA) basis, with LI bus access provided on 
a polling basis.  The data transmission is formatted on a packet-serial, 
word-serial, bin parallel (TDM, TDM, SDM) basis as shown in Figure 5-3.  In 
this way each LIU and the LICU monitors every packet transmitted over the 
bus. The LIU analyses the packet network header to determine if the packet 
is destined for itself and, if so, what response it is required to take. An 
LIU must respond in a specific manner to each of the three basic packet types 
directed to it. The packet types are discussed below. 

Figure 5-3. LI transmission format (TDM/TDM/SDM). 

Poll packets. The LICU poll« an LIU by transferring a short poll 
packet containing the LIUs address and a poll message code (See 
section 5.3.3). Upjn recognising its address as the destination of 
the poll packet, tl.j LIU oust respond with a poll response packet 
whether or not it has device data to send. If it has received a 
message from the device for transmission, it will transfer a data 
packet on ..he LI bus in response to the poll. If not, it will 
transfer an ille ^ack«*^ onto the LI but. The only exception occurs 
whsn a query/response procedure is required before transferring a 
direct-address dita parket (discussed below). The LICl/ recognises 
the completion yf  the pell response packet transfer on the LI bus, 
if: then polls the next LIU ia the polling sequence. 
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b. Query response packets.  For direct address messs^es only, a query/ 
response procedure must be engaged in between the source and desti- 
nation LIUs.  When the source LIU is polled, it .sencJs a short query 
packet to the destination LIU, inquiring if it has buffer space 
available to accept the data. The queried LIU recognises its ad- 
dress in the packet header along with a query code in the irassage 
type field (see Section 5.3.3).  Upon recognition of the query, the 
destination LIU formulates a short response packet addressed back 
to the source LIU indicating the availability ot its buffer to ac- 
cept a da .a packet.  It then transfers the response packet imnedi- 
ately onto the LI bus without waiting for a poll from the LICU.  If 
the response is affirmative,, the source LIU transfers the data 
packet onto the LI bus immediately without waiting for a poll.  If 
not, the source LIU must wait for the LICU to determine when the 
destination LIU has buffer available and informs it, in a poll mes- 
sage, to send the data packet to the destination LIU.  The same 
query/response procedure occurs between the source LIU and the LICU 
for direct address data transiriösion to an LIU on another LI. "lie 
query/response procedure will be detailed in Section 5.3.3. 

c. Data packets.  Data packets are exchanged between LIUs (or LICU) on 
the LI to provide the facility for data transfer between devices on 
the LI. The data transfer may be via any of ehe de/ice networks 
implemented en the FI such as:  Direct Address, Virtual Bus, Lar,y 
Susan, LI Broadcast.  In any case, the LIU taust recognize that it 
must accept data by analyzing the packet: header, and then transfer- 
ring the data into one of its appropriate receive buffers.  This 
category includes the command/response messages between the FI Man- 
ager and the devices.  In addition, a message from the FI Manager 
directly to the LIU, containing Virtual Bus or Lazy Susan access 
sequence information, will also fall into this category. 

5*1.1 Local intraconnect data transfer. The LIU provides an inter- 
face between the user device (SAU) and the LI bus. The oata transfer between 
the device and the LIU, and between the LIU and the LI  bus will be discussed 
individually in this section. The two interfaces are shown in Figure 5-4, 

5.1.1.1 Device/LIU data transfer. At the LlU-device interface, the 
LXÜ controls the tn: sfer of data to and from the device (SAU) in a DMA fash- 
ion according to the protocol defined by the FI Interface Standard. The 
transfer rate, data block size and word length are defined by the interfacing 
device (SAU), but are limited as discussed lierein. The data format is con* 
structed to be flexible in order to  service DTEs with various w^rd s'zes, 
machine speeds, and storage capacity* A maximum word size of Id bits was 
chosen because it accoanodates the majority of the data machines identified 
in Section 2.3.2.1* The format is constructed on a folded 9-bit word basis 
so machines with nine or fever bits per word cm f^ld them into an 18-bit 
word for efficient data packing« Data block sizes from 1 to 1024 words are 
required to provide message transfer capacity convenient to the majority of 
ehe machines to be served. The data transfer rate is determined by the speed 
of the device up to a maximum of 10 Ntf/s. 
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Figure 5-4. Local Intraconnect iraerfacfef* 

The FI Interface Standard seta rigid conatrainta on data transfer pro- 
tocol, device header format, maxinum block aisc and transfer rate, signal de- 
scription, etc. The FI Interface Standard is u€tailed in Section 6.0. The 
rigidity of the Interface Standard allows a single LIU to service all device 
types interfacing the FI which «eet the interface atandard. This placea the 
burden of compatibility on :he devicea interfacing the FI, rather than fore* 
ing the LIU to be compatible vith the hundreds of devicea ser\ ced by the FI. 
Ihe approach eliminates a requirement for a number of unique LIU designs, re- 
quiring individual prograaming to achieve compatibility with any one of a 
myriad of uaer devices. Also, no significant burden is placed ou uaer de- 
vices, since new device designs could be built with an FI-compatible inter- 
face aa an option. F! interface cards could also be built foi existing de- 
vices. SAUs will be provided for the devices incoa^atible with the FI inter- 
face. Section 6.0 gives several examples of aimple microprocessor controlled 
circuits, which provide FI interface coapatibility with a larg^ number of the 
ADF equipment liated in Section 2.3.2.1 identified for service by the FI. 
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The device/LIU data transfer protocols will not be discussed in this 
section since it is detailed in 6.0.  The data transfer protocols at each 
level in the FI system are described in Section 5.3.3.2. 

5.1.1.2 I.IU/LI bus data transfer,  üata traffic on the LI bus is con- 
trolled by the LICU by polling its LIUs.  The LICU grants temporary control 
of the bus to an LIU by polling it.  Data is then transferred onto the LI bus 
uncer control of the polled LIU.  The packet data, formatted in 36-bit words, 
is transferred onto the LI bus in a DMA fashion at a fixed rate defined by 
the LI timing source.  The initial transfer rate of the LI bus is 5 Mw/s, but 
the requirement to increase to 10 Mw/s in the future within a change in line 
driver/receivers has been defined as a system requirement.  Therefore, the 
initial LIU development must include the internal ability to transfer data 
between itself and the LI bus at a 10 Mw/s rate. The 18-bit word in the de- 
vice data block is folded in the LIU into a 36-bit word for LI bus transmis- 
sion.  Therefore, the 1024 word maximum size of the device data blo'-k limits 
the LI bus data-block size to 512 words maximum. 

A detailed description of the LI bus packet format and data transfer 
protocol is included in Section 5.3.3.2. 

5.1.2 LI bus I/O interface. The two areas of the LI bus I/O 
character- istics analyzed in this study were the transmission medium and the 
bus signal format and timing. The LI bus data transmission protocols are 
detailed in section 5.3.3.2. 

5.1.2.1 LT, bus signal format and timing.  Format and timing relation- 
ships of the LI bus signals are shown in Figure 5-5. The 36-bit data field 
has - network header, data block, and trailer. The header block consists of 
eight words, with each word having four groups of 9 bits each. The 9 bits 
are 1-parity bit and an 8-bit transmission control information byte.  The 
Network header, data block, and trailer are detailed in Section 5.3.3.2.  The 
header contains such information as message block sync, message type, 
diagnostic messages, parity check codes, and general control Information. 
The data block varies froa 1 to 512 words, depending on the length of the 
device message. Eighteen to thirty-six-bit mapping in the LIU dictates that 
a data block length on the LI bus be equal to one-half the length of the 
message fro« the device to the LIU. There are two trailer words. The first 
word contains verticai block-parity chtck bits and the second contains 
End-of-Message (EOK) and end-of-trsasmission information. 

The Reference Clock signal is a service clock for use by LIUs in 
processing bus date an! transferring date onto the bus. The clock 
frequency is the seae as the bus dsta rate. It is generated by s reference 
oscillator in the LICU and is provided as a system clock reference for the LI 
bus. 
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Figure 5-5. LIU/LI but interface tignalt. 

The Date Strobe (DS) •ignel it generated by the LIU or LICU 
transferring data onto the LI but. The signal it delayed 180o out fTom t^t 
leading edge of the data word at it it strobed onto the but by the 
transmitting LIU or LICU. The DS providet a 50 percent taapling edge to 
reduce probability of data detector errors. One DS pulse it trantaitted onto 
the but for each data vord trantaittion. The line it inactive when no data 
it being trantmitted. The DS tignal it tranmitted by the LIU or LICIT 
tramsaittmg data onto the bus to niniaite the clock/data skew. If the DS 
were not provided, the Reference Clock would be required to strobe data into 
the U.U. This presents a skewing problea between clock and dau- due to the 
vUfferetttial in transit tims  delay when the clock is generated by c^uipswnt 
in a different location on the bus than the equipment generating the data. 
The worst-case clock/data skew would occur when an LIU at the farthest end of 
the bus fro« the LICU is the data generator. Assuming that the propagation 
delay over the bus is l.S nanoseconds per foot» the dock/data skew at an 
LIU on either end of a 300-foot bus is 450 nanoseconds, or 4.5 word periods 
at 10 Hw/s. The DS Signal elusinates this proble«. The DS/data skew should 
be less than 5.0 nanoseconds, since both signal path lengths are always equal. 

^ 
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The results of the flat ribbon cable tests, discussed in Sections S.KS 
and Appendix C, indicate a significant cloc!. and DS signal jitcer accuTiuia- 
tion, greater than 50X of the data period, wv.en the LI is .operating at 10 
Mw/s over 300 feet of cable.  The most obvious solution to -his problen» is to 
re- duce the clock and DS signal to one-half the data rate by delaying Che 

signal 90° with respect to the data, and using both transitior. edges of the 
DS sig- nal to strobe the data into memory.  The reference clock signal 
transitions must be used to multiply the clock frequency back up to that of 
the data rate. 

The Header Control (HC) signal is generated by the transmitting LIU. 
It provides a sync pulse in parallel with the first header word which 
contains the start o* message (SOM) code and another sync pulse In parallel 
v.ith the last trailer word, which contains the end of message (EOM) code, of 
each packet. 

Packets are transmitted asynchronously on the LI, requiring the LIUs to 
resync on each packet. Without the header control pulses, the sync pattern 
recognizer would he required to remain in the scan mode throughout the 
message block and would be vulnerable to recognition of false SOM or EOM 
codes in ran- dom data.  With reasonable sync code lengths, the j»ean time to 
recognition of false sync would be too short for reliable data transmission. 
The mean time to false1- recognition of hu  8-bit sync code in random data is 

only 2 ö, or one in 256 words.  By identifying the sync position, the HC 
pulse eliminates the need to SC&P the message body, which eliminates the 
possibility of faUe detection of SOH and EOM. Proper synchronization is 
then dependent only upon the detection of the sync pattern in the presence of 
bit errors.  The bit error rate on the LI is expected to be 1 X i0*"6 or 
better.  Under these conditions, the simplest detection method, that of 
detecting the pattern allowing no erors, produces a probability of error« 

^E^'» of 8 X 10"® which implies a mean-cime-to-loss of block sync (and 
therefore the loss of the packet of approximately 0.7 hours assuming a rate 
of 5 X 103 packets per second. This can be improved considerably by 
allowing errors in the detection of the pattern. For instance, if one bit 
error is allowed in the detection of the 8-bit sync pattern, the probability 

of packet sync loss P^A), decreases to 5.6 X 10'15 and the 
mean-time-to-loss of a p/tcket, assuming 5 X 103 aetsjge« per second, 
increases to approximately 1147 years. The probability ot error in the 8-bit 
pattern is calculated by iche binominal probability ex- pression. 

PE(K) - (n) p K U-p) *-* 

where: K is the number of errors occuring in the sync pattern, 

n is the number ot bits in the sync pattern, 
p is the probability of error, 

for PE (o)^ K • 0 

and ?B (A) • PE (2 < X <  8) •  I *£<*> 
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5.1.2,2 LI transmission media. The LI bus provides ehe transaission 
path between the LIlTs and the LICU via a forty twisted-pair flat ribbon 
cable (FRC). As illustrated in Figure 5-5, 39 of the signal lines are 
presently used for data, control, and a reference clock, leaving one spare 
line for future requirements. Thirty-six of the lines are dedicated to 
bidirectional data transmission, two bidirectional control lines (DS and HC), 
and the unidirrctional reference clock line which originates in the LICU 
£nd terminates at each LIU. 

The FRC roust be capable of satisfying certain transmission criteria if 
ic is to prove a viable candidate for the LI trcntmitHa media. This criteria 
is listed below. 

a. AO Twisted pairs per cable; 
b. Greater than 300 ft. cable length; 
c. Up to 64 LIUs maximum, distributee over the of length cable in a 

party line manner; 
d. 36-bit parallel 10 Mw/s transmission rate; 
e. Bidirectional data transmission: and 
f. Better thaa IxlO*3 BER. 

Manufacturer specific*fms indicated that FRC technology would satisfy 
the LI transmission requiremenL«. However., the specifications were not 
definitive enough to  assure the feasibility of applying FRC technology to 
LI bus transmission. Therefore, to determine if the »if*» ot FRC is feasible 
and to determine it's transmission parameters, r  partial configuration of 
this data bus w*s constructed and tested in the laboratory. The test report 
is contained in Appendix C. A suaiaary of the test and test results are 
discussed below. 

Figure 5-6 illustrates the laboratory bus on which the transmitjion 
tests were run. The bus consisted of four 100-foot sectiors of 20 pair 

ISiist'N'FlatTH planar cable manufactured by ipectra-Strip Corporation. The 
20 pair cable consists of stranded 28 AWC round conductors insulated with 
colcrcodcü PVC» twisted into pairs and laminated between layer« of PVC 
film to form a planar ca^le. TWisted pair sections 16 inches long alterrate 
with 2 inch flat sections in which the conduccors are laminated in parallel 
on 0.05 inch centers, the flat sections are used as termination points for 
Insulation Displacement Connectors (IDCs). 

TVenty-one driver/receiver pair« were connected to the main »CO foot 
cable, at 20 foot intervals, via 6 foot Twist'K'Plat cable stubs.  IDC« were 
used to connect th«$ 100 foot cable section« together and the »tub* to the ca- 
bles. Four separate power •applies w^re uaed for the driver/receiver pairs 
and each one returned to a single point ground to simulate individual LIU 
power supplies connected to a single port ground in a fhelter* 0t?ly the 400 
foot cable was terminated at both end«, the stub^ were left unterminated. 
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Figure 5-6.  Cable transmission test. 

Dual differential line drivers wich 3-state outputs were used since 
only one driver Is allowed to transmit at a time on the LI bus. 
Resistor/Capacitor circuits with impedance equivalent to two driver/receiver 
pairs wer** added to the inputs of 21 receivers to simulate an additional 42 
driver/receiver pairs dispursed over the length of the cable. 

Transmission quality was measured by passing a pseudo-random data 
stream of length 215 ^0ym  one 400 foot twisted pair.  The control variables 
of the test were; data rate, transmission distance» and conmon mode noise. 
Tne received data stream was monitored at specific points on tht cable, 
rfhile the data rate was increased. The aye pattern of the data stream out of 
the receiver was observed to determine the ^ata rates at the points of 
closure of the eye. The maxinrj© data rate considered acceptable at any 
length down the cable was at thö point where the eye pattern had begun its 
closure but was still very distinguishable. The maximum acceptable data 
rates determined in the teats at 300 feet and 340 feet down the 400 foot 

cable are listed below. 
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No Common-Mode Noise; 
9,5 Mb/s @ 340 feet 
10 Mb/s (? 300 feet 

Common-Mode Noise (6V g IKHz); 
8 Mb/s @ 340 feet 
10 Mb/s (a 300 feet 

Cross talk tests were conducted with both 2 adjacent channels driven 
and four adjacent channels driven.  The adjacent channels were driven with ♦ 
3 volte at 10 Mb/s. The results of the crosstalk tests listed below were ap- 
proximately the same for both 2 and 4 adjacent channels driven: 

Near-End Crosstalk < 100 mv 
Far-End Crosstalk  <  80 mv 

The tests were not all inclusive, and more tests should be conducted, 
expecially in the area of common mode noise and crosstalk. However, the 
tests give a good indication that the Twis^N'Flat cable can support a 10 
Mb/s transmission rate over 300 feet of LI cable with up to 64 LIUs 
attached, with greater than 6 volts of comnon mode noise. The general 
conclusion of the tests is that it is feasible to construct the LI bus with 
twisted-pair conductor cable which is available off-the-shelf.. 

5.1.3 Shelter intraconnect unit.  In certain TAF centers, some 
shelters do not support enough intra or intershelter traffic to warrant the 
use of either an LI or an El link for that shelter. Other centers, listed 
ir, Table 2-11, such as the TVAC or ASRT do not support enough traffic in the 
whole cent* r to warrant an FI. A special interface unit (SIU) will be 
developed to provide the devices in these ahelters access to the FI via an LI 
buc in another shelter within the center or uvi  .her center which has both 
an LI and an El link. SIUs whicn provide three different interfacing 
functions were studied in Task III* The SIU function illustrated in Figure 
5-7 was the one chosen as the most versatile.  In this configuration, each 
device (SAU) ir a remote shelter, i.e., one that is remote from an LI bus, is 
provided with an SIU. The function of the SIU  J to interface the device 
(SAU) on one side and provide an external shelter transmission link 
interface on the other side. The external transmission media will most 
likely be a fiber optic (FO) link for the sane security reasons as fiber 
optic transuission is used for the El system (see Section 5.2). An SIU 
performing only line and FO moder functions can be kept quite simple, if it 
is not required to do either the move complex SIU or LIU functions. In the 
Local shelter, the SIU to LIU (SAU) interface appears to them as if the 
device were local. 
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Figure 5-7.  SIU operation in FI, 

This type of SIU can prove to be a very economical tool of the FI in 
TAF centers where the low density traffic warrants their use. This  fact is 
demonstrated in Section 7.1.6. 

A second approach to the definition of an SIU is illustrated in Figure 
5-8. Here the SIU provide« the extension of the LI bus in a local shelter to 
a number of devices (SAU) in a remote shelter.  In this approach, LIlis are 
used in the remote shelter, and neither the LIU nor the devices (SAUs) will 
recognize that the actual LI bus is resident in another shelter. The 
increase in response «ielays caused by the transit time in the FO transmission 
media plus the internal delay in the SAUs.  The additional delay encountered 
in the fiber optic transmission link (5.1 nanoseconds/meter) could cause a 
round trip delay over 8 km of cable of 81.6 microseconds.  If this delay is 
acceptable, then this approach could be used. 
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Figure 5-8. SIU extending LI bus. 

The third approach usea the SIU to provide the interface between the LI 
bus and the external transmission media in the Local Shelter, and between the 
device (SAU) and the external transmission media in the remote shelter«. This 
approach incorporates the LIU function in the SIU and by doing so, unduely 
complicates the SIU. Since relatively large quantities of LIUs will be avail- 
able at the centers, no advantage is gained by placing the LIU function in the 
SIU. THerefore, this approach was discarded. 

5.2 External Intraconnect (El). 

The El is the interconnect facility that allows user devices in differ- 
ent shelters to communicate with one another. The El, as illustrated in Fig- 
ure 5-9, consists of the EICU, a switched-active transponder, an EIU for every 
point of the star, and a full-duplex fiber optic transmission medium between 
each EIU and the transponder. Tt?o types of transmission service are supported 
over the El; Digital TDMA Transmission and high-speed analog. 
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Figure 5-9. El interface with the LI. 

5.2.1  Digital TDMA transmission.  The Digital TDMA Transmission section 
of the EX is used to transfer data packets generated in the LIUs between LIs 
in different shelters-  The El transmission system consists of two links be- 
tween the transponder and each shelter: One up-linl: from the shelter to the 
transponder, and one down-link from the transponder to the shelter as shown in 
Figure 5-10. The first level of polling for transmission of data between 
shelters is performed by the EICU, which polls one shelter at a time in the 
specific sequence defined by the polling algorithm« This is accomplished by 
transmitting the selected shelter's polling data in an encrypted packet that 
includes its address over every downlink in the star. Upon recognition of its 
address and polling information, the polled EIU then transmits its encrypted 
response packet over the uplink to the transponder. The transponder retrans- 
mits the shelter's response packet over the El downlinks to every EIU in the 
system. Each EIU, therefore, receives all transmissions from every source on 
the El, but responds only to those packets addressed to it. 
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Figure 5-10.  Full-duplex El transmission. 

The polling mechanism in the EICU nrust be designed so the innershelter 
polling algorithm is dynamically alterable to suit the data traffic require- 
ments of a particular center. This allows for the evolution from a very sim- 
ple, fixed-sequence polling scheme to accommodate the static-dedicated nature 
of the conmunications users in SCC-1, -2, and -3, to a sophisticated priority- 
polling algorithm when serving a mixture of ADP and comnunications users on a 
dynamically dedicated, priority basis in SCC-4B. 

Data packets received from the LICü for El tranamission are encyphered 
off-line in the EiU and wultiplexed into a word and bit serial TDH/TDM stream, 
then transmitted in an SDM fashion to the tranrponder over its four parallel 
50 Mb/S channel -uplink. The uplink consists of six optical fibers: Four for 
the four 50 Mb/s data channels, one 50 Mb« byte clock, and one 5 Mhz word 
clock. Only one EIU transmits a data packet over its uplink during any spe- 
cific period of time. All other EIÜ« transmit a long pseudorandom sequence on 
their uplinks, such that each uplink appears as continuous 200 Mb/s transmis- 
sion* A typical Unkmessage cransmission sequence is illustrated in Figure 
5-11. The start of transmission (SOT) code, cypher-text packet, PRS genera- 
tion are discussed in detail in Volume II. Continuous transmission on the up- 
link is always quantisiied into thirty-six byte words and identified by the 
bit and word clock. The data/clock relationship is illustrated in Figure 
5-12. The orltiplex format of the data (cypher text packet, SOT code, or PRS) 
that is transmitted in a commutational byte sequence ov^r parallel channels 1 
thru A, can be seen to be word sequential TDM, byte sequential TDM, byte par- 
allel (byte • bits: 1-4, 5-8, 9-12, etc.) SDM. The byte clock defines the 
bit periods for each of the four channels and the word clock defines the start 
of each word. The PRS oust be also grouped into discrete quantums of 3^-bit 
words, so it won't define the transition from the idle PRS to the sUrt of a 
data packet transmission. 

5-16 



I 
Cypher 
Text 

JJ SOT* I Packet | PRS ^ PRS SOT" PRS 

•SOT • Start of Transmission 

Figure 5-11. Typical up-link message transmission sequence. 

CHI 

CH3 

Word N-2 

I 29 33 

Word IH 

9 13 17 21 25 29 33 

CH2      j |30|34| 216 |l0|l4il8|22|26|30[34f2 

n 35 3 7 1115 19 23 27 3135 3 

WordN 

33 

Word N+l 

J 
J 
I 

CH4      ^321361418112116120124128132136141   |   |   |   |  |   |   |36| 41   | \ 

fCk jnnmuumjMMiJiJinafMMfuir 
Word Clk , 
<'/,5mbs)'' 

Jl n n TT 

Figure 5-12. Up—link signals. 

The transponder, operating under control of the EICU, switches its com- 
mutator to the uplink of the EIÜ selected to transmit the next packet. The up- 
link data is transferred into a resync buffer by the uplink byte and word 
clock. The EICU/Transponder byte and word clock are used to transfer the data 
out of the buffer and into the optical transmitters driving the downlinks to 
each of the ElUs on the El. Each downlink consists of seven optical fibers: 
Four for the four 50 Hb/s data channels and 50 Mit byte clock, one 5 Mhs word 
clock, and an additionsl fiber used by the EICU to inform all EIU that it is 
resynchronising the SOT sequence. The data, byte and word clock signals are 
the same as illustrated in Figure 5-12* The special SOT sequence resynchron- 
ising signal is described in Volume II* The downlink packet transission se- 
quence looks similar to the sequence in Figure 5-11 except that the cypher 
text packets are much closer together since the downlinks contain pell packets 
plus all data packets transmitted from every EIU on the El. 
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The EIU scans the random data on its downlink for the SOT code. When it 

recognizes the SOT, it strobes the cypher text packet into a receive buffer, 
resynchronizes the KG receive section, decyphers the header, and determines if 
the packet is destined for it.  If the packet is not destined for the EIU, it 
discards the packet.  If the packet is destined for the EIU, it determines 
what action it mut?t take, and responds either by passing the packet on to the 
LI or by transmitting a response packet over the El.  Types of messages and 
responses will be discussed in a later section. 

All up and downlinks operate at the same continuous bit transmission 
rate of 200 Mb/s.  However, the uplink message rate will differ from shelter 
to shelter and is dependent on the shelter's El message traffic requirement. 
Some of the uplinks are anticipated to have almost n^gligable message traffic 
(less than on« message per second) while others may support relatively high 
message rates of greater than one-thousand message«? per second. The downlink 
message rate is dependent on the composite of the center's intershelter traf- 
fic and will, therefore, have a much higher message traffic density than the 
uplink. 

3.2.2 Analog transmission. The analog transmission section of the El 
is used to transfer unidirectional wideband analjg signals, such as radar and 
TV video between shelters on the El.  It consists of «inrplex links, between 
the transponder and the shelters engaged in the El analog transmission. The 
analog signals will be Frequency Division Multiplexed (FDM) on a single car- 
rier for transmittal over a dedicated fiber in the wltifiber optical cable. 
Carrier modulation may be either in the electrical domain, using a standard FM 
modulator whose output moves the optical source, or direct FDM of the optical 
signal using either an acoustio-opticrl or electro-jptical modulator. 

The transponder provides the dedicated patching function to r    the 
analog signal from thi» source shelter to the destin^tior shelter.  *, rast 
cases the optical signal will be regenerated in the transponder. 

The fiber optic components used on the analog link and the transmission 
analysis are described in Section 5.2.4.3. 

5.2.3 Extert*«! Internal Unit* The External Xntraconnect Unit (EIU) 
provides the interface between the LI bus and the El; just as the LIU provides 
the interface between devices and the hi.    Figure 5-13 illustrates the EIU in- 
terface with the LI (L1CU), and with the EX bus. At the EIU-LICÜ interface, 
the EIU controls the transfer of data to/from  the LICU in accordance with the 
protocol delined for this Interface. The LICU/EIU interface has been prelimi- 
narily defined by RADC as being the sitme signal iuterfac and data transfer 
protocol as the LIU Standard Interface. At the EIU-EI bus interface, the SIU 
transfers data to/from the bus under the control of the EICU by responding to 
a poll or query, or by accepting data destined for its resident LI. The EIU 
accomplishes its task by: Recognizing the destination address of the message 
as being its own; or by recognising the message type as one to be automatic«l- 
ly accepted for transmission to it's resident LI. The EIU rejects all other 
messages. If the EIU recognizes a foil eesmage with its address at the desti- 
nation address, it tWays responds with eithar: A message from its resident 
LI that is destined ior another LI if on exists in its buffer; or if not» it 
responds with an idle message. 
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Figure 5-14 illustrates a functional block diagram of the EIU.  The EIU 
performs four basic functions neceanaty  for flexible and efficient operation 
of the El: 
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Figure 5-13, External intraconnect unit interfaces. 

Interface Transformation. Transform» the LI external interface sig- 
nals (18-bit words at 10 Mw/s) to and from the CI bus signals (four 
50 Mb/s fiber optic channels). The LICU/EIU interface is fixed, as 
discussed previously. However, as far as EIU operation is concern- 
ed, its design can be made flexible to interface with various trans- 
mission media and various transmission rates. This could be accom- 
plished by a simple programming step defining the nuoher of El chan- 
ne1«, and changing the El bus interface modems for compatibility 
with the transmission medium. 
Off-Line encyphering/decyphering. The shelter El message traffic is 
estimated to be much less, in most cases, than the 200 Mb/s El 
transmission media. Since only the packets going to and from the 
concerned shelter it need by encyphered or fully decyphered, the 
shelters actual message traffic may be encyphered/decyphered offline 
by relatively alow KCs. Ibis will obliviate the need for multiple, 
high speed KG*a generally required to minimise EIU response times 
«nd eliminate the possibility of message buffer overflow, or the 
need for high-density buffers. 
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c. Fast recognition and response to EX messages. The EX message trans- 
mission capacity and throughput deXay are heavily dependent on the 
time required by the EXU to both:  Determine if each message on the 
EX downlink is destined for it; and, if required, output a response 
message with minimal time delay. 

d. Message filtering. All messages rot destined for the EXU or resi- 
dent LX must be filtered out to reduce the size of the EIUs EX re- 
ceive buffers, minimize throughput delay, and reduce the KG decyph- 
ering speed requirement. 

The EXU, (Fig. 'i-14), is comprised of the following block«? 

a. LXCÜ interface (driver/receiver and control) is the same as the 
LXU/Device interface circuits; 

b. Microprocessor and program memory controls the initialization and 
programming of the major EXU functions and then allows the units to 
perform the high-speed data transfer and processing independently; 

c. Transmit section strobes in the data packets from the LXCU, encrypts 
them and stores them until it is polled, and then transfers the data 
packets onto the LX bus uplink. The Transmit section is described 
in Section 5.2.3.1. 

d. Receive section accepts all packets transmitted on its downlink, 
filters out all packets not destined for it, and decyphers tho pack- 
ets destined for its resident LXCU. The receive section is describ- 
ed in Section 3.2.3.2. 

e. Optical drivers and receivers interface the EXU to the LI bus fiber 
optic transmission cable« The drivers and receivers are described 
in Section 5.2.4.2. 

Part of the EXU operation is classified and appears in Volume XX. 

5.2.3.1 EXU transmit section. The SIU Transmit section, illustrated in 
Figure 5-15, operates under microprocessor control to: 

a. Transfer LXCU packets, destined for EX transmission, into a Plain 
Text (PI) buffer; 

b. Encypher packets in a KG transmit unit; 
c. Store encyphered packets in a Cypher Text (CT) buffer while waiting 

for a poll; 
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f. 

When polled or queried, transfer packets iroo CT buffer and convert 
the« into a foraat conpatible with the El transaission facility; 
frovide a pseudo-randoa sequence to fill the g&ps between encyphered 
packet transmission on its uplink; and 
Transfens the baseband signal (packet of pseudo-randoa tequence) to 
•odulate the optical carriers for transaission on ita uplink. 
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Figure 5-15. EIU transmit section. 

The Transmit section, when enabled by the mirrop/ccessor, controls DMA 
transfer of 18-bit data from the LICU into the PT buffer.  Refer to Sections 
5.3.3.2 and 6.0 for a description of the data transfer protocol. Received 
packets are stored in the buffer until the KG transmitter CKGT) is available 
to encypher the packet. The KGT need operate at the packet transmission rate 
of the EIU only. When a new packet is to be encyphered, the KG sync code is 
parallel to serial converted and routed through the KGT input selector. Once 
the KOT is synchronised, the SOT code is routed through the selector into the 
KGT, iasdediately followed by the serialised data packet. The KGT discussed in 
this section is assumed to be a aerial f.ype such as the KC-4S which operates 
up to 20 Hb/s. Tht relationship of the SOT code and the packet, the KG sync 
scheme and the actual baseband data stream format, are classified and their 
descriptions are contained in the classified Volume II. 

The encyphered serial packet stream is serial to parallel converted 
(l-to-36 bit) and leaded into the Cypher Text (CT) buffer. The packet is held 
in the buffer until the receive section recognises a poll meisage wich the EIU 
address and sends a Poll Message Received (PMÄ) signal to the Transmit sec- 
tion. Until the PMR signal is received, a long pseudo-random sequence is 
routed from the PRSC through the Line Selector out tu the f>ur optical data 
transmitters. The data output of the PRSC, CT buffer and tha new SOT code 
buffer are all framed in four-bit bytes and nine-byte words. When a FXR sig- 
nal is received, the new SOT code followed by the encyphered packet are passed 
throrgh the selector to the transmitters. The byte and word clocks are gener- 
ated in the Transmit Buffer/KG, control is routed to optical transmitters 
where together with the four data channels, they form the uplink data and 
clock transmissioc illustrated in Figure 5-12. 
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The timing ?md control signals for each block in the Transmit section 
are generated in the Transmit Buffer/KG Control block.  The control block op- 
erates under control of tht microprocessor, and can be programmed to allow for 
more than one KGT to operate in parallel if one is not adequate to accocamodate 
the message traffic.  The control bloc^ can also br programmed to allow for a 
variying number of data channels rather tha*: four to provide the flexibility 
of interfacing with El transmission media other than the particular fiber op- 
tic cable discussed in Section 5.2.4.2. 

The Poll response packets (data or idle message) and possibly the query 
response packets ate encyphered a priori and stored in the buffer in antici- 
pation of a poll or query. The packet processing is performed in this marr^r 
to eliminate the sizeable responße-timc delay, which would be incurred if the 
packet encyphering and encyphered packet storage functions were performed af- 
ter a poll or query message was detected. 

5.2.3.2 EIU receive section. The EIU receive section, illustrated in 
Figure 5-16, operates under microprocessor control to: 
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a. Transfer all El packet headers on the down!ink into &  buffer; 
b. Decypher and analyze each network header and determine whether to 

accept cr discard the incoming packet; 
c. Store packets intended for it or its resident LI; 
d. Decipher and store all data packets destined foi the local LI; 
e. Transfer the decyphered data packets to the LICU; and 
f. Upon detection of a poll or query message addressed to the EIU, send 

a poll or query response command to the tran^rai ♦: section. 

Once the EIU is initialized ry the microprocessor, ihe receive se:tion 
monitors the El downlink for a SOT ^ode.  The SOT code, immediately preceeding 
the packet, is used to identify the nt^rt of a new packet transmission.  Pack- 
ets are transtnittted asynchronously CM the down link according to a TDMA 
scheme.  The packet* are immersed in a pseudo-random digital stream used to 
fill gaps between packets, creating a ccatinuous transmission.  A tytnrai up 
or downlink transmission is illustrated in Figure 5-17.  For a complete de- 
scription of the EX transmission stream and the EIU operation, refer to Volume 
11.  When a SOT code Is recognized, the encyphcred packet header is transfer- 
red into the Enc^hered Header (EH) buffer.  The process of transferring the 
full oacket into the Encyphered Packet (EP) buifer is also initiated. 

/_ 
PRS SOT Packet JI PRS SOT PdCk 7 

Figure 5-17, Continuous up/down-link transmission. 

Innediately upon the recognition of a SOT code on the iownlink, resynch- 
ronizacion of tu« KGR* is initialized, whether a data pecket destined for the 
LI is in the process of bieng decyphered or not. Each packet being decyphered 
by the KGK is retained (in cypher te*Tt) in the EP buffer until the packet is 
5ully decyphered. Thi^ protects the encyphered packet against loss if the de- 
cyjrhering process is t^r^imated because a new packet header is r ?ady to be de- 
cyphered. Header decyphering always pre-wpts data packet decyphering in the 
interest of minimizing poll and query response time delays.  Response tia« de- 
lays could be significantly increased if each header were put in queue in the 
input Luffer and forced to wait for full decyphering of each El packet re- 
ceived before it. This procedure would subject the EIU poll and query re- 
sponse times to be dependent on the El message traffic,  »he process of imme- 
diately decyphering and analyzing eah packet \eti*r  upon its reception not 
only minimizes poll and query response times, but acts as a packet filter Mi 
the input to the EIU. The 'iltering is accomplished by allowing only data 
packet« ;hat the header identifies aj destined cor the resident LI to be 
stored in the EP buffer. Through packet filtering, the buffering find  decyph- 
ering processes become functions only ci portion of the El traffic destined 
for the shelter in which the EIU resides. Without 'iltering, the processes 
are fvnetions cf the total El traffic, which is generally of much higher den- 
sity. The results of packet filtering are twofold; 

ii 2.V v 
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a. Significant reduction in EP buffer size, and 
b. Reduced decyphering load on the KGR (reduced speed.requirements). 

The implementation of the buffering, selection, and decyphering proces- 
ses will now be described. When a SOT code is recognized, the KG sync code is 
routed through the KGR Input Select circuit to the KGR.  If a data packet was 
being decyphered when the SOT code appeared, the buffer control would recog- 
nize this and cause the full cypher text packet to be retained in the EP buf- 
fer.  The packet cannot be partially decyphered, i.e., if the process is pre- 
maturely terminated it must be restarted from the beginning.  Once the KGR is 
synchronized, the cypher text header is strobed serially through the select 
circuit into the KGR. The header is then decyphered by the KGR, converted to 
parallel and stored in the decyphered header (DH) buffer.  The plain-text 
header is then analyzed to determine the type of message received and if the 
message was intended for the EIU.  Packets meeting one of the following three 
conditions are stored ir. the EP buffer, and decrypted and stored in tne DP 
buffer for subsequent transmisjion to the LICÜ. 

a. Poll packet directed to the EIU;  Requires the EIU to respond by 
transmitting a poll response packet (data or idle); 

b. Query packet directed to the EIU.  Requires the EIU to respond by 
transmitting a query-response packet indicating if it has a buffer 
fvailable to accept a direct address packet? and 

c. Data packet destined for the EIU's resident LI. 

All other packets not meeting these conditions are ignored. Also, the 
new SOT code is sent to the SOT detector in the receive section.  The new SOT 
code is used to determine the next packet transmission. When poll or query 
packets directed at the EIU are detected, new SOT code is also sent to the 
transmit section. 

The decyphered data packets stored in the DP buffer are transferred to 
the LICU in the DMA fashion according to the Interface Standard discussed in 
Section 6.0. 

The EIU description just completed was based on the assumption that KGR 
processing speed is sufficient to meet both the LI/EI data traffic end  also 
provide poll and query responses within the time required to meet the El traf- 
fic flow requirements and data throughput delay imposed on device-to-devicc 
traffic.  If the KGR processing speed is not sufficient» an alternative ap- 
proach (Fig. 5-18) might be considered.  In this approach one KGRN is dedi- 
cated to header decyphering and another KGR to decyphering data packets des- 
tined for the resident LI.  If additional KGR processing capability is re- 
quired, KGRs can be paralleled to double the processing capability. 

*KGR is the item of COMSEC Equipment that provide encryr^ion and decryption of 
data.  It is more thoroughly aescribed in Volume II 
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Figure 5-18. EIU receive section with two KGRs. 

5.2.4 Transmission system. The El Transmission system provides the in- 
tershelter packet transmission facility.  It is comprised of the Transponder 
and the Optical fiber cable interconnecting each shelter with the Transponder. 
It is configured in a STAR Topology with a selectable number of legs (up to 
64). Each leg is comprised of an uplink and downlink interfacing the trans- 
ponder and shelters (Fig. 5-19). This arrangement provides for full duplex- 
transmission between each shelter and the transponder. 

Optical 
Uplink 

Optical 
Downlink 

Figure 5-19• Switching transponder. 
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The Transponder will be housed in one of the shelters in the middle of 
the center, such as the Operations Central in a TACC or CRC. Futhermore, the 
Transponder should be collocated in the same shelter as the EICU to eliminate 
additional source fiber optic links between the two units for monitor and con- 
trol functions.  It appears that both EICU and Transponder, being single fail- 
ure points of the External Intraconnect, must be redundant. The backup EICU/ 
Transponder would be housed in another shelter, in the middle of the center, 
to provide a reasonable degree of survivability.  Figure 5-20 illustrates the 
redundance scheme using optical "T" couplers connecting the up and down links 
of each shelter to both transponders. The "T" couplers are passive, highreli- 
ability components that will not seriously affect the availability or surviv- 
ability of the FI. 

The shelter/transponder links are assumed to be generally within two km 
of the middle of tie center. However, the situation has been identified where 
radar and radio shelters may be as much as 8 km from the middle of the center. 
This, a 16 km EIU/EIJJ transmission path could become a reality in some FI de- 
ployments. Neither Fiber Optic nor any realizable transmission media meeting 
the requirements of the FI, at present, is capable of sustaining 16 km repeat- 
erless transmission.  Therefore, the transponder must act as a regenerative 
repeater. 

Figure 5-20. Redundant EICU/transponders. 
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The uplinks from each shelter contain a continuous 200 Mb/s digital 
transmission stream. Only ons shelter or the EICU transmits a packet at one 
time on the uplink. All others transmit pseudo-random fill sequences on their 
uplinks.  The transponder, under control of the EICU, switches the uplink 
stream of the shelter transmitting the packet into an elastic buffer for rp- 
synchronization and regenerated baseband signal, then modulates the optical 
carriers on the fiber optic downlinks to each of the shelters. The transpon- 
der and fiber optic transmission media will be discussed separately. 

5.2.4.1 Transponder. The transponder is a star-optical regenerative 
repeater which also acts as an uplink commutator and asynchronous buffet. The 
input to the transponder, the modular uplink optical receiver, is comprised of 
six optical receivers on each fiber optic uplink; four for tlis packet chan- 
nels, one for the byte clock and one for the word clock, as discussed in Sec- 
tion 5.2.1.  The optical receivers are discussed in Section 5.2.4.2. The op- 
tical receiver section will be modular such that each module contains a set of 
receivers for each uplink in the center.  Using this approach, a center would 
use only the number of modules required to support its uplinks. Therefore, it 
would not be taxed with a full set of modules capable of supporting a maximum 
center configuration of 64 shelters.  If new shelters are added to the center, 
then a new module would be likewise added to the transponder.  The EICU is 
collocated in the same shelter with the transponder. Therefore, its uplink 
data channels are not routed through the optical receivers since fiber optic 
links ata  not required within a shelter. 

The uplink data and clocks (6 lines) from the shelter, selected for 
downlink packet transmission by the EICU are routed through the uplink commu- 
nication to the Elastric Buffer. 

The commutator operates under control of the EICU. The Commutation se- 
quence is governed by the El polling algorithm stored in the EICU. Figure 
5-21 will help illustrate the comnutator function. The EICU switches the com- 
mutator to its input ports during the PRS period. The SOT code plus the poll 
packet are transferred into the Elastic Buffer under control of the EICU byte 
and word clock. The data and clocka illustrated in Figure 5-11 are typical of 
EICU and EIU word construction and clock relationship. The packets are 
strobed out of the buffer under control of the EICU byte and word clocks. 
When all of the poll packet words have been transferred into the buffer, the 
PRS, transmitted on the EICU uplink, is transferred into the buffer. The EICU 
will then switch the coomutator to the channel that it j^st polled. The com- 
mutator will always be switched at the start of an EICU word. 

PRS SOT Poll PRS 
SOT 
Pl 

PRS SOT 
Poll 

PRS 
SOT 

PRS SOT 
Poll 

PRS 
SOT 
P3 

PRS 
SOT 

PRS 
SOT 
P5 

*RS SOT 
Poll 

PRS 

P -Packet n 
n 

PRS • Pseudo Random Sequence 

Poll - Polling Packets 
From EICU 

Figure 5-21. Typical El selected uplink packet transmission sequence. 
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The PRS on the polled shelters uplink will then be transferred into the 
buffer until its SOT code followed by its response packet, P^ appears on the 
uplink and is transferred into the buffer.  After P^ has been transferred 
into the buffer, the PRS on its uplink begins to be transferred into it.  The 
output of the buffer, which is the EX downlink data stream, is constantly mon- 
itored by the EICU. When it recognizes the end of P^ it will then switch 
the commutator back to the EICU input, and start transferring its own PRS back 
into the buffer input. At the end of the first PRS word, the EICU transfers 
its SOT plus the poll message to the next shelter in the polling sequence. 
The selected uplink packet sequence continues in essentially this same fashion 
of PRS~Poll-PRS-Pn-PRS-Poll. The only exception to this sequence occurs 
when a direct address packet is being transmitted over the El.  In this case 
only, a query/response routine must be exchanged between the originating and 
destination EIUs. This exchange is shown in Figure 5-21 by packets P3, P4 and 
P5.  P3 is a query packet, followed by the response packet P4, followed by the 

data packet P5*, The EICU must analyze every packet header on the selected 
uplink output from the buffer to determine what switching action to take.  In 
the query response packet exchange, it recognized that P3 was a query directed 
to the destination shelter and switched the commutator to the destination 
shelter uplink after P3 was completely recognized at the buffer output.  The 
EICU then analyzed P4 and determined that it was an affirmative response (EIU 
buffer space available) and switched the commutator back to the originating 
shelter's uplink.  It then monitored P5 to determine the end of the data pack- 
et and switched the conmutator back to itself for the next poll packet. 

The downlink data stream that is always clocked out of the Elastic Buf- 
fer by the EICU byte and word clocks is a continuous transmission stream (nine 
four-bit bytes per word). However, each shelter's uplink is asynchronous to 
every other shelter's uplink in  the center due to two factors. 

a. Transit time differential because of the difference in distances 
from the shelters to the transponder plus the difference in propaga- 
tion delays from cable to cable. Assuming the cable propagation de- 
lay were constant at 5.1 ncec. per meter, the transmit time differ- 
ential between two shelters being 8 km further from the transponder 
than the other, is 40.8 uscc* The 50Mb/s uplink transmission 
rate over 40.8 usec transmit time differential produces a 226.67 

word differential transit time delay** from the two shelters to 
the transponder. 

♦This sequence assumes the destination shelter had buffer space available and 
responded with an affirmative response in P4,  If a negative response is 
tranmsmited in P3, then P5 would not appear in the sequence. 

**At 50Mb/s, a byte period is 20 ucec, and * word period «s 180 nsec. 
There are 226.67 word periods in 40.8 usec. 
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b.  Response time delays from EIU to EIU could be in he microseconds due 
to component and processing delays. 

Only fractional word delays affect the uplink/downlink phasing, since 
only word alignment is required in the transponder.  The EICÜ controlling the 
commutator switching guarantees proper alignment of packet? and PRS words. 
The differential in wotd arrival tiroes between the various shelters in the 
center is absorbed by the Elastic Buffer. 

The Elastic Buffer is a byte-oriented asynchronous buffer in which data 
bytes are written into it under control of the selected uplink byte clock and 
read out under control of another independent byte clock from the EICU. The 
relative phasing of the write in/read out clocks can vary within the confines 
of the buffer size such that the buffer never overflows or depletes. A buffer 
sizing of + one word (+ 9 bytes) would guarantee no loss of data when switch- 
ing from one uplink to another. When the commutator switches from one uplink 
to another, during the PRS periods on each uplink, bytes are dropped from the 
newly selected uplink PRS in the Elastic buffer to align it with the EICU word 
and byte clocks. 

The four channels of the selected uplink are transferred out ol the 
Elastic Buffer by the EICU byte and word clocks into the Modular Downlink Op- 
tical Power Distributor«  The byte and word clocks are also routed into the 
distributor along with a SOT resync pulse. The resync pulse stream is discus- 
sed in Volume II.  The function of the optical power distributor is to convert 
the selected uplink data channels plus the ECIU clocks and resync pulse stream 
from the electrical domain to the optical domain and drive each of the seven 
fiber downlinks to each of the shelters in the center. 

There are two approaches to the optical power distribution function. 
First is the unsophisticated brute force approach of buffering the electrical 
data and clock signals and then driving the seven fibers of each downlink in- 
dividually. This approach requires seven line drivers for each downlink 
driver module. Seven injection lasers and drivers ave required in this ap- 
proach. The power distributor must also be modularized such that a center ne- 
eds only the number of line driver modules required to drive its downlinks. 
Ti  line drivers are discussed in Section 5.2.4.2. 

An alternate approach that could prove a considerable cost saving ind 
should be considered in the hardware design phase, is the use of a single fi- 
ber-optical star coupler. The star coupler is driven by a single injection 
laser and the power then divided evenly to each of the output parts. The 
analysis in Section 5.2.4.2 will show that an n/port star coupler could be 
used in a 2 km distribution system, but the lost is too great for 8 ta distri- 
bution. If the star coupler proves re-liable for a 2 km center, any links 
greater than 2 km up to 8 km could be driven by individual drivers. The im* 
plementation of the optical power distributor is a hardware implementation 
problem and can be addressed in the future, and in no way affects the feasi- 
bility or realizablity of the PI. 
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A non-switching transponder (Fig. 5-22), was considered, but discarded 
as a general solution to the EX optical distribution problem.  The difference 
in this approach from the switching transponder is in the uplink receiver and 
selection (comnutator) functions.  All fibers from each uplink channel are 
collected together in a bundle connector and coupled to a large area photo de- 
tector.  Thus, all data channel number Is from each shelter are coupled to- 
gether in one connector, data channel number 2s in another connector, and so 
forth.  Large area detectors (65 mill diameter surface) are avalable accept a 
single fiber from all 64 shelters, the maximum center configuration. 

Opticat 
Uplink 

Optical 
Downlink 

Figure 5*22.  Non-switching transponder. 

Since the uplink fibers of a channel fron each shelter are all incident 
on the same detector» only one shelter optical transitter may be enabled at a 
time, this requires the uplink transmission frcm  the shelters be of a burst 
nature rather than a continuous stream of a PRS interspersed with packet 
transmissions. An example of packet only transmission is illustrated in Fig- 
ure 5-23. The packet sequencing of the selected uplink stream in this ap- 
proach is implemented by the polling function alone» and no commutator is re- 
quired. The output from the six optical receivers are routed to the elastic 
buffer from which point the rest of the transponder operation is the same as 
the switched transponder. The downlink data stream is the same for the non 
switched as fcr the switched transponder. 
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Figure 5-23, Packet only transmission uplink* 

This approach requires only six optical receivers in the transponder for 
the entire center, thus eliminating the need for six optical receivers for 
each shelter uplink in the center. The potential cost savings in this ap- 
proach is quite substantial due to the high cost of the optical receivers. 
The simplification of the transponder and the cost savings, however, are off- 
set by three major operational disadvantages which lead to the elimination of 
non-switched transponder as a viable candidate. 

a. Reduction in traffic flow security.  By monitoring the uplinks for 
activity only, the frequency of information transmission and the 
length of the transmission can be determined.  Some masking of the 
transmission can be accomplished, but the inherent compromise of 
traffic flow security cannot be eliminated. 

b. Jamming susceptability.  If any fiber cable can be accessed, contin- 
uous light energy could be injected into the uplink fibers, thereby 
incapacitating the entire £1 transmission system. 

c. El transmission system reliability. A failure in the tramsit sec- 
tion of any E1U such that its optical transmitters are continuously 
on would render the entire El transmission inoperable. Protection 
could be built into the BID to disable the optical transmitters af- 
ter a fixed transmission lime which could increase the EX transmis- 
sion system availablility. 

Only if a situation occurs where thes-i three factors are not signifi- 
cant, could the non-switching transponder possibly be advantageously us^d. 

3.2.4.2 Fiber optic transmission system (Digital Signal«). The fiber 
optic transmission system provides the up and downlink interconnection between 
the transponder and the EIU. Fiber optic transmissicu was chosen over other 
candidate transmission technologies because the advantages peculiar to fiber 
optics more closely match the El tranfmisslcm requirements than other candi- 
date techniques. Some of the advant*^s of fiber optic comnunications are: 

a. Complete electrical isolation between transmitter and receiver (no 
lightning hazard or ground current problems); 

b. Imuiniy from external EMI/RFI and EKP (no electromagnetic fields in 
iielecfric); 

Lr*?hM 
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c. 
d. 
e. 

f. 

h. 
i. 

j« 
k. 

Inherently wide signal bandwidths; 
No conducted or radiated emissions; 
Crosstalk between adjacent fibers within a multifiber cablr is very 
small (80 to 100 dB down; photon energy not totally reflected back 
into core of fiber is almost totally absorbed in cladding material); 
Inherent transmission security (tapping of a fiber involves signal 
splitting which leads itself to transfer detection as a reduction in 
received signal energy); 
Digital or analog modulation capability; 
Assembled fiber cable physically small and lightweight; 
Components stable over a wide operating temperature range; 
No spark or fire hazard; and 
Fiber attentuaticn is independent of temperature variations. 

One illustration of the advantages that fiber optic implementation of 
the El offers is its comparison with the present multiwire cable shelter when 
separations of 0.5 km (1500 ft.) are considered; the same techniques can be 
applied at much greater separations. The light weight of the fiber cable 
means increased length per reel with no increase in total reel weight, whereas 
it takes six reels of CS-4566 cable at 75 lb per reel to cover 1500 ft. One 
reel of fiber cable weighing less than 35 lb can do the same job for a weight 
saving of over 92 percent. 

Multi-fiber cables can be used to increase the total throughput without 
appreciable increase in cable size.  Fiber optics cable has both size and 
bandwidth advantages over coaxial cable» e.g., RG-63/U low-capacitance cable 
is nominally 0.405 inch in diameter while PVC jacketed multifiber cable is 
typically 0.25 inch in diameter. As such» fiber cables can easily be stored 
and transported« Additionally» fiber cable can easily be drawn (with a low 
degree of concern for fiber breakage) through both horizontal and vertical ca- 
ble shelter ducting.  Noninformation-bearing strengthened-cable members either 
metallic or nonmetallic, can also be used If necessary, for installing long- 
haul consunication links in strategic and tactical environments. The inherent 
wide-bandwidth characteristics of a fiber optics link result in advantages not 
readily obtained with wire systems. 

First, the attentualtion characteristics of currently available low-loss 
fiber are» unlike coaxial cable» independent of baseband frequency. Low-loss, 
high-silica fibers can be purchased today with attenuation that approaches the 
Rayieighr scattering limit» i.e.» 2 to 5 dB/km» at the transmission wavelength 
of interest; at least an order of magnitude less than good quality coaxial 
transmitting tt the sane baseband frequency. One net advantage it  thai long» 
unrepeatered data links (8 to 10 km) are possible with fiber optics consunica- 
tion systems. Corresponding long-wire links generally require powered re- 
peaters at intervals less than I km. 

Second» a wide-bandwidth fiber link easily accosnodates an increased 
data rate through multiplexing techniques by modification of the electro- 
optical transmitter and detector ciicuits-provided a wideband fiber is 
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initially selected. Future data-rate requircuents need not require the re- 
placement cf cables to achieve better tranmstrdssion performance,  liiere is a 
disadvantage} however, in that logistics and ptrts qualification factors must 
be considered for reliable operation, installation, and maintenance. Opera- 
ting and maintenance personnel must gain experience with optical parameter 
measurements, e.g., low-power levels, and fiber interconnections. 

The El transmission requirements identify the design parameters imposed 
on the fiber optic transmission system.  Since the high-speed digital and an- 
alog transmission requirements and design differ significantly, they will be 
discussed separately below. 

a. High-Speed Digital Data Links: 
these links are: 

The design parameters imposed on 

1. Transmission distance up to 8 km; 
2. Digital data rate of 200 Mb/s (4 SDM channels (? 50 Mb/s each); 

and 
3. BER:  1x10-8, 

3.2.4.2.1 Fiber optic transmission system components. Component types 
evaluated in this preliminary investigation of the fiber optic tramsmission 
medium include optical transmitters, single-fiber and multi-fiber cables, and 
optical receivers. Currently, LEDs and golid-state injection lasers (XLs) are 
the only elements under consideration in the optical transmitter electronics. 
Correspondingly, two types of photodiodes are of prime interest for operation 
within the optical receiver. The two «olid-state photodicde detectors num 
suited for medium to high bandwidth/long-haul coumtnications for optical fiber 
applications are the PIN diode (containing positive (P), intrinsic (I), nega- 
tive (N) layers) and the APD (avalanche photodiodc). Optical receivers for 
this application would use one of these photodiode detector types since both 
exhibit high quantun efficiency, speed, and general availability. The APD is 
generally more costly and uses a high-voltage power supply (250V at 10 nA). 
However, the APD with internal avalanche gain provides greater receiver sen- 
sitivity than the PIN receiver. The power budget analysis discussed later in 
this section will show that only the APD, with its greater sensitivity, is ca- 
pable of providing the xo~8 BER for 50 Hb/s transmission oner 8 km of low- 
loss fiber. 

The solid-state LEDs and laser diodes used within the optical transmit- 
ter are conveniently modulated by varying their bias current. Most of these 
devices emit j>esk light power at approximately 840 nm in the near-infrared 
portion of the spectrum. This paak output power region matches the low atten- 
uation region of optical fibers to maximise transmission efficiency. An addi- 
tional positive attraction of the fiber optics system is thct the light-emit- 
ting surface area of both the LED and IL are dimensionally compatahle with the 
light-acceptance angle of many fibers and fiber bundles. 
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This dimensional comparability is essential in minimizing source-to-fiber cou- 
pling losses.  The LED voltage-current transfer characteristic is generally 
more linear than the J.L transfer characteristic and, for this reason, its use 
is more readily adaptable for both digital and analog ^'radar video) modulation 
techniques.  On the other hand, ILs have a greater power output, lower srec- 
tral spread, and narrower emission angle than an LED, which can, in turn, be 
translated into longer transmission paths such  as the 8 km required in the EX. 
When used in a digital data path, the XL is intensity-modulated from fully off 
to fully on, and an NRZ data format can be used.  Commonly used data formats 
also include a return-to-zero (RZ) and unipolar Manchester coding, which im- 
pact directly the average link power calculations and complexity of digital 
receivers. 

The graded-index multimode fiber was chosen as the transmission medium 
of the EX because its low modal dispersion characteristics in conjunction with 
low attenuation characteristics allow for repeaterless transmission of 50 Mb/s 
digital data over a distance of 8 km with less than ix 10-8 ggj^ Qne candi- 
date optical fiber being considered, and one which meets the attenuation and 
model dispersion criteria for EX transmission is the graded-index multimode 
optical fiber manufactured by ITT (Tvpe T~221).  The fiber consists of a sili- 
ca core, doped to produce a graded-refractive index profile, and a borosili- 
cate cladding.  It has 5 db/km attenuation at a wavelength of 830 nm and a -3 
dB intermodal dispersion of I nsec/Vm.  The numerical aperture is 0.25, which 
corresponds to an acceptance core half-angle of about 14.5 degrees. Another 
candidate is Calwing's Coreguide 2041 (recently introduced) which is a gladed- 
index fiber with approximately 0.8 nsec/Vm  intermodal dispersion and an atten- 
uation of less than 2 dB/km at 900 nonometers wavelength. 

i:;- - 

Step Index fibers, even though they exhibit low attenuation characteris- 
tics, were discarded for EX transmission because their relatively high inter- 
modal dispersion (or the order of 15 usec/km) renders them incapable of sup- 
porting 50 Mb/s tramnsmiszion over several hundred feet. A fiber cable as- 
sembly of thirteen T-221 or Coreguide 2041 fibers will be required to :aeet the 
requirements of six uplink channels and seven downlink channels of the digital 
tramsmission system. 

Fiber bundles (wherein the multiple fibers carry the same information) 
are bulky, not usually strengthened, and generally marked by higher spectral 
attentuation and modal dispersion, and for these reasons were not considered 
viable for EX transmission. 

5.2.4.2.2 Powev budget analysis. The power budget was first determined 
by assuming an Injection L^ser (XL) source, driving four two-Kra sections of 
cable in series between two shelters, as illustrated in Figure 5-24. The up 
and downlinks are transmitted continuously on separate cables providing full- 
duplex coeounication between the shelters* Table 5-1 and 5-2 illustrate the 
power budget. The II source output power is assumed to be 10 dBm which is 
typical of high power ILs. The cable can be purchased in 2 km lengths which 
require seven connectors as shown in the figure. Good optical connectors ex- 
hibit less than l dB loss, for a total connector loss of 7 dB. The resulting 
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receiver input power is -42 dBo for the T-221 cable and -18dBm for the Core- 
guide 2041.. The digital receiver performance curves (Fig. 5-25) for a BER ol 
1x10-8 indicate that a 50 Mb/*' data rate the minimum receiver power input 
for a PIN detector is '54 dBm. Thus, only an APD receiver will meet the EX 
tramsmission requirements with a power margin of 12 dBm when using the T-221 
cable. A PIN detector could be used with the Coreguide 2041 with an 18 dBm 
margin. 
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Figure 5-24. 8 km intershelter fiber optic link. 

TABLE 5-1. POWER BUPGET T-221 FIBER 

I Power Power 
Level (dBm) Loss (d6) 

Source Output Power ML) 10 

Coupling Loss (Soureef iber) -4 

Fiber Attenuation mm) it 5 dB/Km •40 

Seven Series Connectors at I dE/conn -7 

Coupling Loss (Fiber/Detector) •1 

Receiver Input Power -42 •5? 
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TABLE 5-2 POWER BUDGET (COREGUIDE 2041) 

Power 
Level (dBm) 

Power 
Loss (dB) j 

Source Output Power (IL) 10 

Coupling Loss (Source/Fiber) -4     ! 

Fiber Attenuation (8 km) $ 2 iß/km -16 

7 Series Connectors @ 1 dB/Conn -7      | 

Coupling Loss (Fiber/Detector) -1      \ 

Receiver Input Power -18 -28 
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Figure 3-25. Digital receiver performance. 
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error performance is actually much better than 10-8 in drher case because 
the BER decreases dramatically with small increase; in optical power as the 
receiver SNR passes through the neighborhood cf 20 dB, 

An LED will not piovide the required 10-8 ßg^ performance whet coupled 
to the T-221 cable, due to its lower output power (+3 dBm) and the high-source- 
to fiber coupling loss of approximatley 20 dB.  fhe resulting receiver input 
power is 23 dB lower than that of the IL of -65 dBm.  In this region a 1 dB 
increase in optical power results in a reduction of the BER to 10-10^ Qn 
shorten links, up to 6 km where the losr is 11 dB lower (10 dB for 2 km plus 1 
'JB for one less connector) the receiver input power with the T-221 cable is 
-31 dBm which according to Figure 5-25 indicates a PIN detector is sufficient 
with 5 dBm margin. An LEO could provide the required Power level to insure » 
10-8 BER, when coupled to the Coreguide 2041 cable and an APD Jetector, with 
*   dBm margin. 

A more efficient approach to transmission of the digital El channels, in 
which considerable fiber optic cable savings can be realized, is the implmen- 
tation of full-duplex transmission of the up and downlinks over the some fi- 
bers. Figure 5-26 shows this operation, which is based on bidirectional, 
wavelength multiplexed transmission over a single fiber.  The approach re- 
quires a bidirectional "T" coupler on each fiber at each end of the cable, 
i.e., at the shelter and at the transponder.  Different wavelength IL-> are re- 
quired for the up and downlinks. The figure shows the driver at the tthelfer 
using a source of wavelength,A ^ , and the transponder optical source emitting 
power at wave length t A 2 .The two source types could operate at two r.tandird 
fiber optic component wavelengths, 850 nm and ?00 nm, which provide sufficient 
separation for the system. Optical filters are also required in f\\mt  of the 
receivers at both ends of the cable. The filters pass the ci*cical signar 

power from the driver at the opposite shelter into the- optical re-eivers, and 
attenuate the signal from the driver in the sas£ shelter.  For erample, the 
optical filter ( A 2) in the transponder pastes te uplink signal ( A 2) from 
the shelter and attenuates all other wavelengths, including A ' fr^m th* 
downlink drivers in tu*,   transponder. The filters prevent the downlink signals 
from feeding back into the uplink receivers and swamping the unlink data. The 
tame is true for the A I filters or. the shelter downlinks. 

Figure 5-26. Bidirectional up-4owr»Hnk transmission over single fiber. 
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Glass-on-glass fiber-compatible couplers compatible with either stepor 
graded-index fiber are available which include directional wavelength-duplex- 
ing couplers allowing bidirectional, wavelength-multiplexed transmission over 
a single optical fiber. One coupler indicative of the candidates to be con- 
sidered is the Three-Port Wavelength Duplex Directional Coupler manufactured 
by ITT (T-778). The port-to-port directional transmission and insertion loss 
of the coupler is shown in Figure 5-27, The coupler loss from Port 2 to Port 
I, which is the driver to intershelter fiber path, is 1.5 dB.  The coupler 
loss from port i to port 3, which is the in^er»helter fiber to receiver path, 
is 10 dB. The additional transponder/shelter path loss due to the two bidir- 
ectional couplers is 11.5 dB, An additional 2 dB loss will be realized in the 
optical filter that, combined with the coupoles losses, adds a 13.5 dB loss to 
the optical transmission path. 

Portl 
o— 

Coupler 
Port 2 
—o 

Port-to-Port 
Insertion Loss 
Port/    Loss* 
Port     (dB) 

6 
Port 3 

2tol 

lto3 

1,5 

10. 

^at 850 nanometers 
Figure 2-27. ITT three-port directional coupler. 

The resulting receiver optical input power is reduced to -55.5 dBm, 
which is -1.5 dBm below the required input power to provide a BER of 1x10-8 
at 50 rtb/s (see Fig. 5-25). A higher outut power IL (14 to 15 mu ) in the 
driver lower loss connectors (-0.5 dB/connector) would increase the input 
power sufficiently to reach the required -54 dBm. Both higher power ILs and 
lower-loss connectors are claimed by manufacturers and should be standard 
specifications within the next two years. Using Coreguide 2041 cable, wave- 
length multiplexing results in receiver input power of 31.5 dBm. Thus a PIN 
detester could be used to provide a 4.5 dBm margin, or an APD detector with a 
22.5 dBm margin. 

5,2.4.2.3 Optical modulation techniques. For optimum performance (max- 
imum SKR), the receiver front-end noise must be minimised. Since the total 
noise increases with receiver bandwidth, the optimum receiver design should 
have a narrow band front end at the fundamental frequency of the digital data 
signal« The wideband nature of NR2 modulated 50 Mb/s data is not amenable to 
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narrow-band processing. Another problem with NRZ modulation is that long 
strings of ones or zeroes can occur in random data.  This c.an cause problems 
in high-speed fiber optic links, since all light pulses are unipolar, and can 
cause dc drift errors in the receiver.  The ac coupling in the receiver (used 
to eliminate the drift), cannot be used in NRZ receivers because the power 
spectral density is non zero as the baseband signal approaches dc, due to long 
strings of ones and zeroes. 

Forms of RZ modulation such a Biphase (Manchester coding) ^ere also con- 
sidered, but these modulation techniques are not optimum either since they are 
also wideband and havj a fundamental twice that of NRZ.  The spectrun of the 
fundamental of an NRZ modulated baseband signal lies between zerc for a long 
string of ones and zeroes and one-half the information rate for an alternating 
one/zero pattern.  An RZ modulated baseband signal's frequency spectrum lies 
between one-half the information rate for an alternating one/zero pattern and 
the information rate for a long string of ones or zeroes.  RZ modulation al- 
lows ac coupling in receiver and makes it more attractive than ARz, but re- 
quires a wideband receiver front end of 25 MHz, which makes it unattractive. 
Both phase and frequency shift keying techniques might offer improved receiver 
performance and should be considered in the EX transmission oesign in Phase II. 

5.2.4.2.4 Intermodal dispersion analysis.  To avoid data-bit sampling 
errors due to intersymbol interference caused by pulse jitter, the overall 
system rise time must be kept to within approximatley 70 percent of the pulse 
width for NRZ-type data formats or 35 percent for RZ formats.  Since some kind 
of RZ modulation is required on the four 50 Mb/s El data channels, the system 
rise time of the fiber optic transmission system must be less than 7 nanosec- 
onds.  The individual rise times of the IL source, fiber (due to intermodal 
and material dispersion) and receiver rise times can be combined in a root- 
sum-of-the-squares (RSS) fashion to determine the system rise time. 

A 1.5 nonosecond rise time in the IL, 2 nanosecond rise ticu» in detector 
and a 1 nsec/km cable yields a system rise time of approximately 8.4 nanosec- 
onds, which is 42 percent of the data period. This leaves only 1.6 nanosecond 
margin, which is unacceptable for low-error data detection. An 0.8 nsec/km 
Jriber with the same IL and detector yields a 6.87 nanosecond system rise time 
which is acceptable for low-error data detection. 

^.2.4.2.5 Conclusions. The EX digital transmission requirements for a 
channel data rate of 50 Mb/f over 8km while providing a BER of better than 
1 X 10-8 can be met vith  a fiber optic transmission system implemented with 
components presently available. The components required to implement the sys- 
tem represent the present state-of-the-art. The significant component speci- 
fications are listed below: 

a. Injection Laser - 10 mw peak cw output power, 1.5 nanosecond maximum 
rise time. 

b. Optical Fiber - < 4 dB/km. < 0.8 nsec/km graded index fiber. 
c. Detector - ADP, high respcnsivity and quantum, efficiency, 2 nano- 

second rise time. 
d. Optical Connectors - < 1 dB per connection. 
e. Optical Couplers (if vav? length multiplexing is used) - three port 

wavelength duplexing directional coupler, 2 coupler I/O insertion 
}  j loss < 14 db. 
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Even though these components represent the state-of-the-art today, they are 
expected to be standard off-the-shelf components in two to three years in the 
future. The use of components with less stringent specifications is recom- 
mended when the shelter/transponder cable distance is less than 8km. 
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5.2.4.3 Fiber Optic Transmission System (Analog Signals).  Extra 
fibers will be supplied in the El muitifiber cable for transmission of 
special signals such as the radar video and digital information from the 
AN/TPS-43 radar to the AN/TSQ-91 CRC operations central. This portion of 
the El transmission system would transmit the radar video and digital 
signals from the radar to the OPS in a simplex dedicated manner. A sin- 
gle fiber could be used for the four 6 MHz video outputs and the corre- 
sponding 6 MHz video trigger along with the height and azimuth informa- 
tion.  FDM multiplexing, cither electronically with the subsequent driv- 
ing of the optical fiber source, or by directly modulating the light en- 
ergy using an electro-optical or acoustic-optical modular can be used to 
implement these functions this design decision will be made in Phase II. 

To illustrate the level of performance that can be expected by 
transmitting the radar video signals through a good-quality fiber optics 
iveguide, a representative link is assumed. An injection laser (IL) 
ource can be intensity-modulated about a quiescent output midpoint to 

allow transmission of both positive and negative signals. The IL driver 
would be designed to act as a pure current source under control of the 
input voltage signals, which tends to compensate for nonlinearities of 
the IL voltage-current characteristic. Both an APD receiver and a PIN 
receiver were evaluated in the analysis of the link margin. Typically, 
the sensitivity of the APD receiver with a 40 db SNR and a 6 MHz band- 
width is -40 dBm. Under the same conditions, the average power required 
for a PIN detector is approximately -35 dBm (Figures 5-2S and 5-29). The 
IL-to-fiber coupling losses in conjunction with the degradation effects 
of time and temperature on the intensity-modulated IL would result in an 
optical output power level of -6 dBm coupled into a 0.25 NA single fiber. 
The same power budget described in Section 5.2.4.2.2 was used in this 
analysis. 
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Figure 5-2B, Analog receiver, A0P detector performance. 
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Analog receiver, PIN detector performance. 

The analog receiver input power for a transmission system using 
the T-221 fiber cable is -42 dBm. Thus, an 8 Van link of T-221 fiber «Joes 
not meet the 40 dB SRN for 6 MHz analog signals with either an APD or PIN 
detector. The receiver input power of a system using Corgiude 2041 is 
about -18 dBm, which provides large enough receiver power with either an 
APD or PIN detector to guarantee the 40 dB SKR. The receiver input power 
margins are 22 dB for an APD detector and approximately 17 dB for an PIN 
detector. 

Unlike the 30 Mb/s up and down link channels, the transmission of 
video and related digitised radar data, i.e., atimuth and height informa- 
tion is unidirectional. As such, wavelength multiplexing for bidirec- 
tional transmission on a single fiber is not a consideration here. 

The 1 nanosecond/km intermodal and material dispersion of the 
T-221 fiber coupled with t 1.5 nanosecond rise time in the IL, and a 2.0 
nanosecond rise that  in the analog receiver yields a system rise time of 
approximately 8.4 nanoseconds. This conpares quite favorable with the 
maximum allowable dispersion of 58 nanoseconds, which for intensity-mod- 
ulated analog signals, is estimated to be approximately 35 percent of the 
fundamental period of the 6 Kite video signals. Therefore, the use of 
either T-221 or Corguide 20*41 fibers will meet the radar transmission 
requirements in the TAP center. 
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5.3 FI system control.  The FI's capacity to meet the data transmission 
requirements of the ADP and communication terminal equipments, comprising a 
variety of data rates and structures, requires flexible system controls be in- 
corporated into the FI Design.  FI system controls function is a hybrid of 
both centralized and distributed control, i.e., some control such as device 
network configuration control is centralized, while others, such a LI data 
transmission control is distributed.  The system control functions were de- 
fined in the study as either human or automatic equipment controls.  The as- 
pects of FI system control which were addressed in Task III of this study are 
discussed in he following sections.  The control functions are categorized un- 
der the three operational modes: Deployment, System Initialization and Data 
Transmission for convenience of the discussion. 

5.3.1 Deployment mode.  The Deployment Mode consists predominantly of 
human control.  Duirng this mode, both the LI and the El must be fully defined 
according to the TAF center configuration, and its subsystems must also be 
physically programmed and interconnected by the LI and El transmission media. 
The deployment functions are listed below for both the El and the LI. 

LI deployment. 

a. LIU address programming - Each LIU must have its address stored in 
non-volitile memory such that it will be preserved in the situations 
of transients, power loss, or LIU failure.  The memory media will 
most likely be PROM or by a bank of miniature switches not easily 
accessable from the exterior. 

b. LIU cabling - The LIUs location on the LI cable must be defined (n 
feet from the LICU, between LIUs x and y, etc.). The LIUs and the 
LICU must also be cabled up, probably using flat ribbon cable and a 
type of insulation displacement connectors as described in Appendix 
11.3 for ease of addition of deletion of LIUs from the LI cable. 

c. SAU programming * The SAUs oust also be programmed for their partic- 
ular functions of format and electrical signal transformation, and 
data transfer protocol routines to provide comparability with the FI 
interface standard, for devices which do not inherently meet it. 

d. Device (SAU) cabling - The devices (SAUs) must be cabled to the LIU. 

El deployment. 

a. EXU address programning * Each EIU must have its address stored in 
nonvolatile memory* the same as the LIU. 

b. EIU configuration programing - The EIUs configuration data (number 
of El channels, number of KGs, etc.) nusr also be stored in non-vo- 

latile memory. 
c. El physical layout definition - The data defining the physical lay- 

out of the FI as listed below, must be generated: 

1. Number of shelters on El; 
2. Location of EIU (by address) on the transponder (port number); 
3. Transmission system (for each shelter). 
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a) Transponder interface media (fiber optic), 
b) No. of up/downlink digital channels (no. of fibers for dig- 

ital transmission, 
c) No. of analog channels (no of fibers for analog transmis- 

sion), 
d) Transmission rates (digital and analog), 
e) Cable length. 

4.  Number of KGs in the EICU. 

d. EIU cabling - The fiber optic cables connecting each shelter to the 
transponder must be installed along with the EIU/LICU (FI standard interface) 
cabling. 

When the system deployment is completed, the System Initialization Mode 
can begin. 

5.3.2 System initialization mode.  After the system has been deployed, 
and as each subsystem is powered up, it initializes itself in a general start- 
up mode.  The subsystems must then be initialized to the particular configura- 
tion of the TAF center.  The initialization of the system is under the control 
of the communications officer and FI Manager subsystem.  The System control 
block diagram is illustrated in Figure 5-30. 

El 
Control 
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LIU LIU 
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Figure 5-30. System control block diagram. 

The first step of the initialization process occurs by the communica- 
tions officer testing the FI Manager with an initialisation test routine and 
then loading the FI database into its nonvolatile memory. The FI Manager must 
store the database for each subsystem in the FI such that it can reiniti- 
alize the subsystem after a failure has caused the loss of part of all of its 
operating database. The data transmission function, as well ai the diagnostic 
and error control functions in the FI, are uader distributed control, and, 
therefore, the database must also be distributed. A preliminary definition of 
the system control area of the FI database is discussed below. The tables and 
listings described below are intended to illustrate the type of data, required 
for system control, that will be required in the PI database. The data con- 
tained in, and format of the listings should in no way be construed to be the 
results of an extensive database design effort. The data resulted fron the 
listings of information required at the various points in the FI system during 
the system control study during Task III. The database is listed under each 
subsystem and component where it is used. 
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FI Manager.  The part of the system control database which is stored in 
the FI Manager is listed in Table 5-3. 

TABLE 5-3.  FI MANAGER DATABASE (SYSTEM CONTROL) 

Device Identification Table 

Device Opetation Table 

LIU State Table 

Device Status Table 

Network Table 

El Address Table 

Error Reporting 

El Address Table 

Error Reporting 

El Database 

LI Database 

a. Device identification table: This table ccntaias all the identifi- 
cation and classification information required to perform the com- 
munications function of every device sr.rvic^d by the FI. The con- 
tents of the table are discussed below. They ave also listed in 
Table 5-4 for convenient access. 

TABLE 5-4,  DEVICE IDENTIFICATION TABLE 

V.A, No: n 

Real Address (LIU) 

Device Type 

Sync/Async 

Rate 

Active/Passive 

Adaptor Type 

! 
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1. Virtual Address CVA)/Real Address (RA) - A virtual address is a 
convenient unique number assigned to each device serviced by the 
FI to identify it separately fron any other device in the FI. A 
real address is a unique number assigned to each LIU in the FI 
to identify its real location on an LI used for routing data 
within the FI. This entry correlates the devices VA to a spe- 
cific RA (LIU) on the FI. 

2. Device type - Identifies the type of equipment the device is, 
such as processor, disk controller, TTY, Telephone, etc.  This 
information may be helpful to the FI Manager in determining 
whether two devices should oe allowed to intercoonunicate over 
the FI.  It may also be useful as a diagnostic tool. 

3. Sync/Asnch - Identifies the device as either a synchronous or 
asynchronous data transfer machine. The FI must appear as a 
circuit switch to synchronous devices such that bit count integ- 
rity (BCI) is preserved in their data streams. The degree of 
non-homogeniaty in the polling of these devices LIUs is depen- 
dent on the amount of elastic buffering is provided in their 
SAU's. 

4. Rate - Defines the devices data transfer rate and if it is con- 
stant or not. 

5. Active/Passive - Identifies the device as being only a data 
source, only a dirta receiver, or both. 

6. Adapter type - If the device requires an SAU, the information 
may be needed by the FI Manager to determine if the SA" type 
matches the device type for either allowing the device to be ad- 
ded to a network or for diagnostics purposes. 

The Device Identification Table will probably be listed according to 
virtual address, either by numerical sequence or selective grouping. 

b. Device option table: Thir table contains the priority classmarks 
for each device on the FI, defining the services granted to it by 
the FI. The contents of the t4ble are discussed below, and listed 
in Table 5-5. 

1. 

2. 

Net type - Identifies which type of device networks the device 
is allowed to participate in. 
Net function - Identifies which functions the device may pertorn 
on each network type. 

it 

a) Net initializer * A device ray be allowed to request a new 
net of a particular type be established, while it may not be 
allowed to request the establishment of another type of de- 
vice net. For example, a device ««ay be able to establish a 
direct address net, but not allowed to establish 4  Laay- 
Susan Net« 

b) Net modifier - A device may be allowed to modify certain de- 
vice nets it is participatifig on» even though it may not 
have established the rets. Also, it may not be allowed to 
modify other types of device nets it is participating on. 
For example» a device may be on a net that it did not estab- 
lish, but is allowed to modify the net, maybe by adding more 
devices on the net* 
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c) Source/Receiver - Identifies, for each device net it is al- 
lowed to participate on, whether it may act as a source 
only, receiver only, or both. A device may act as both 
source and receiver on virtual buses, but' be only a receiver 
on the El broadcast net. 

4) Priorities - Identifies the levels of priority the device may 
invoke or the levels of priority the device may place on certain 
nets it is participating in. 

TABLE 5-5. DEVICE OPTION TABLE 

V.A, No: n 

Direct Address Nets 

Function   

Virtual Bus Nets 

Function   

Lazy Susan Nets 

Function   

?^ideast Nets 

Function   

I Net Initializer 

< Net Modifier 

I Source/Receiver 

V.A. No: n 

V.A.#No:  Z 

The Device Option Table night be listed according to Virtual address. 
Under each virtual address the listing would -.ost probably be according to net 
types with initialiser, modifier, source/receiver and priorities listed under 
each net type. 

c. LIU state table: This table contains all the information on the 
state of each LIU in the FI. The contents of the table are discus- 
sed below. 

I. 

2. 

Connect/Disconnect - Indicates whether or not the LIU is con- 
nected to the LI bus. 
Operational/Nonoperational - Indicates if the LIU is capable of 
performing its functions to transfer data on the LI (operation- 
al) or if the LIU is not functioning properly (non-operational). 
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The LIU State Table will probably be listed according to LI and subdivi- 
ded into LIU addresses. 

4.  Device status table: This table lists the operational status of 
every device serviced by the FI. The table will probably be con- 
structed according to device virtual address, either in numerical 
sequence or according to some convenient grouping. Within a devices 
block in the table are listed eve^y device network it is partici- 
pating in. These networks most likely will be grouped by network 
type.  The example in Table 5-6 shows device m's (VA"m) listing, 
starting with Direct Address (DA) nets. The first DA net (M) is 
then fully described as shown by the Net Descriptor entries on  the 
right hand side of the table. The next DA net that device n is par- 
ticipating in (DA net: N) is described, and each DA net that the de- 
vice is participating in. Then each virtual bus net that tht device 
participates in is fully described in the same manner. After that, 
the Lazy Susan and Broadcast nets are described. When all of device 
n^s net participation i« fully described, then davice n's net par- 
ticipation is then described, and so on until the status of every 
device serviced by the FI is listed, 

TABLE 5-6 DEVICE STATUS TABLE 

V. A. No: n 

Direct Address (DA) Nets 

DA net No: M 

Net Descriptor  

DA Net No: N 

• 

DA Net No: Z 

Virtual Bus (VB) Nets 

VB Net No: N 

• 

VB Net No: 2 

Lazy Susan (LS) Nets 

Broadcast (BC) Nets 

'Net n 

Sync/Async 

Priority 

Function 

Source/Receiver 

Net Initilizer 

Net Modifier 

Participating VAs 

Device 1-VA 
2 

Device N-VA 

^Devices Response Algorithm 

V. A. No: n 
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The entries under the net descriptor down to net modifier have already 
been previously discussed.  It is not clear if the virtual address of every 
device on the net will serve a useful purpose in this table.  It might be use- 
ful in DA type nets it a user might wish to see a listing of all his device 
nets. The same information will be contained in the Net Table. The devices 
response algorithm must be contained in this table because this is the only 
location in the FI where it is stored, except in the device and LIU.  If the 
1IU loses its database, then the response algorithm must be loaded back into 
it when the LIU is reinitialized. 

e. Network table: Each device network implemented on the FI is de- 
scribed in this table.  The table will most probably be constructed 
according to net type.  The parameters of each network within a net 
type will be listed probably in a numbered sequence. Table 5-7 
illustrates how a network table might be structured. Under Direct 
Address nets, starting with DA Net #1, all its network parameters 
are lifted in its net descriptor as fjhown on the right side of the 
table.  In this table, each participating device must be listed 
according to its virtual address.  The devices function on the net 
must also be listed according to its VA.  The Net's sequence 
algorithm must also be stored with net's parameters. The algorithm 
is the description of each participating device^ (LIUs) access to 
the net. No sequence algorithm is required for the direct address 

nets. 

TABLE 5-7.  NETWORK TABLE 

Direct Address (DA) Nets Net Rate 

DA Net:    1 Sync/Async 

Priority 

DA Net:    2 Participating VAs 

Device 1 VA 

Source/Receiver 

DA Net:    n Net Initializer 

Virtual Bus (VB) Nets Net Modifier 

VB Net:    1 
• Device 2 VA 

VB Ne#t:    n Device N VA 

Lazy Susan (IS) Nets 
• 
• 
• 

Broadcast (BC) Nets 

Net Sequence Algorithm 

FI Net 

LI BC Nets 
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f. EI Address table:  This table identifies the address of each shelter 
(LI/EIU) with its appearance at the transponder, i.e., its physical 
address on the FI. 

g. Error reporting: A list of the user device to notify if device 
header errors are detected at the LIU's.  A listing of the number 
and rate of network header errors are detected on each LIU. 

h. El database: The El database mist be stored in the FI Manager's 
non-volitile memory in case of a failure in the EICU such that it 
loses its database and mist be reinitialized. 

i.  LI database: The LI database must be stored in the FI Manager such 
that if any of the LI databases in the LICU is lost, the LICU can be 
reinitialized by the FI Manager and its database reloaded. 

El. The part of the system control area of the FI database which af- 
fects the El is listed in Table 5-8. A part of the dataaase is contained iu 
the EICU and pert in the EIU.  The part stored in the EICU is listed below. 

TABLE 5-8.  El DATABASE (SYSTEM CONTROL) 

EICU EIU                   1 

El Polling Alqprithm EIU Transmit Time Out     ' 

El Transmission Tine Out Table EIU Buffer Allocation Table 

El Maintenance/Reporting Receive VB i LS Net Table 

El Diagnostic Control/Reporting 

a. El polling algorithm: The algorithm which controls the EIU access 
polling sequence is stored in the EICU since it perforika the El pol- 
ling function. The polling algorithm will be modified each time a 
device network is initialized, modified or terminated, which affects 
the packet transmission on the El. Modification of the El polling 
algorithm will be performed in the FI Manager since more complex 
processing would be required than the EICu processor should be re- 
quire to perform. 

b. El transmission time out table: This table lists the maximum tine 
period an EICU is allowed to transmit on its uplink before it must 
terminate its transmission. At the and of the EIU's timeout the 
EICU will switch the uplink cooautaeors in the transponder off thar 
uplink. A timeout period is listed for each EIU on the FI. 

c. El maintenance/reporting: The El maintaining routines, which have 
not  been studied yet, will be stored in this file along with the 
maintenance status of each EIU. 

d. El diagnostic/reporting: The El Diagnostic and Fault Isolation Rou- 
tines will be stored in this file along with the diagnostic and 
failure status of each EIU. 
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below. 
The part of the El area of the database contained in the EIU is listed 

a. EIU transmit time out period. 
b. EIU buffer allocation table:  The distribution of the buffer re- 

quired for LI/El deta, between the LICU and the EIU.  If the EIU 
buffer is sized for more than one packet then a buffer allocation 
t&ble must be stored in each EIU. The table identifies the portion 
of buffer allocated to: VB, LS, Broadcast} and DA nets.  Buffer 
space Is dedicated for VB, IS, and Broadcast nets, while the remain- 
ing buffer space is allocated to DA nets. 

c  Receive VB & LS net table:  The EIU receiver acts as a packet filter 
by examining each network header and passing onto the LICU only the 
packets destined for the LI. To filter the VB and LS nets, a table 
of the nets which its resident LI is participating in must be part 
of the EIU database. 

LI.  The part of the system control area of the FI database which af- 
fects the LI data transfer is listed in Table 5-9. A part of the database is 
contain-, ' in the LICU and part in the LIU.  The part stored in the LICU is 
litted below. 

below. 

a. LI polling algorithm: The algorithm which controls the LIU acce.«<t 
polling sequence is stored in the LICU since it performs the LI pul- 
ling function.  The polling algorithm will be modified each time a 
device network is initialized, modified or terminated, which affects 
the packet transmission on the LI. Modification of the LI polling 
algorithm will be performed in the PI Manager since more complex 
processing would be required than the LICU processor should be re- 
quired to perform. 

b. LI maintenacc/reporting'. The LI maintaining routines will be scored 
in this file along with the maintenance status of each LIU. 

c. LI diagnostic/reporting: The El diagnostic and fault isolation 
routines will be stored in this file along with the diagnostic and 
failure status of each LIU. 

d. LIU state table: See FI Manager data base description. 
e. LIU database: The LIU database must be stored in the LICU such that 

if any of th« LIU** database is lost, it can be reinitialized and 
its database reloaded by the LICU. 

the part of the LI area of the database contained in the LIU is listed 

Device virtual address: the virtual address of the device the LIU 
is servicing. Used by the LIU in  analyzing the deive header (see 
Section 5.3.3.2)- 

Device status table: this table, described earlier, is used by the 
LIU to determine if its device data tranmsission requests are valid, 
and in formatting a new network header for packet transmitted (see 
Section 5.3.3.2) 
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Once the data base is loaded for each subsystem and component, the FI 
system is ready to enter into the data transfer mode. 

TABLE 5-9.  LI DATABASE (SYSTEM CONTROL) 

ILICU LIU             J 
LI Polling Algrithm 

LI Maintenance/Reporting 

LI Diagnostic Control/Reporting 

LIU State Table 

LIU Database 

Device Virtual Address \ 

Device Status Table 

5.3.3 Data transfer mode* Once the system initialization processed is 
complete, the data transfer mode can begin.  The system control functions op- 
erational during the data transmission mode which were studied during Task III 
arc: Device Net Control, Data Transmission Protocols, System Error Control, 
and Failure Control. These control functions are discussed in the following 
sections. 

5.3.3,1 Device network control. The exchange of data between devices 
on the Fi takes place via device nets which are dynamically configured on the 
FI. The establishment, modification and termination of these nets is per- 
formed under the control of the FI Manager, through the interaction between 
certain controlling devices and the FI Manager. 

The mechanism by which data is transferred via a device net on the FI is 
the transmission of control (poll) and data pockets on the LI and El buses. 
The data transmit and receive function are described below. 

1. Data transmit - Access is provided to the data source (LIU) to 
transmit data by polling it and then allowing it to transmit its 
data packet on to the LI bus. 

2. The LI polling algorithms are constructed such that Jie net is pol- 
led at a rate cotaoensurate with its required data transfer rate, or 
in the eise of a direct address net the participating LIUs are in- 
dividually polled to provide the data sources access to the net. 

3. Data receive - The LIUs monitor the LI bus and analyze each packet 
header to determine which network the data packet belongs to. For 
example, a virtual bus (VB) net is identified in the network header 
by the message type indicating the packet is a VB net and the net 
number indicating which VB net the packet is for*  If the device 
recognizes that the VB net type and number correlstes to a net it is 
on (net type and number stored in its device status table), it will 
transfer the data on the LI ^us into its buffer and then pass it on 
to the device. 
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The device network configuration and transmission system controls are 
described below. The data transmission protocols are described in detail in 
Secf-ion 5.3.3.2., and the implementation in the LIU of the protocols for the 
various device network types are described in Section 5.3*.3.2. 

5.3.3.1.1  Configuration control.  The control of the configuration of 
device nets is an interactive control function between selected user devices 
and the FI Manager, to allow adaptive configuration of the FI device network 
structure.  This degree of freedom allows users to tailor the FI network 
structure to best serve the needs of each center individu?Tly, while maintain- 
ing a high degree of commonality in the functional operational in the FI sys- 
tem.  The three functions performed in the device net configuration control 
are; the establishment, modification and termination of the nets.  Each func- 
tion is described below. 

Device net establishment.  Certain users on the FI are allowed the priv- 
ilege of controling networks involving a group of user devices assigned to 
them. A device allowed this privilege must send a message requesting the es- 
tablishment of a new net (of a particular type) to the FI Manager. Figure 
5-31 illustrates the exchange of control information required between the ini- 
tializing DTE and the FI Manager in establishing a device net.  The initializ- 
ing DTE must first generate a full description of the net.  The network de- 
scriptor data is listed in Table 5-10. This data is essentially the same as 
the data listed on the right hand side of Table 5-7. The entries are discus- 
sed in Section 5.3.2. The DTE must then formulate a message containing the 
request to establish a new net and the net description.  It then sends the re- 
quest message to the LI for transmission over a direct address net to the FI 
Manager. Assuming th^ device header is correct, the LIU then transmit a pack- 
et containing the request message to the FI Manger. 

The FI Manager analyzes the request using i**  Device Identification Ta- 
ble (5-4), Device Option Table (5-5), Device Status Table (5-6) and the LIU 
State Table.  If the request meets all the acceptance criteria, an AACK mess- 
age is sent back to the DTE over a direct address link, if not, a NACK message 
is sent back to the DTE. The FI Manager then assigns a number to the net.  It 
then formulates a command message for each device on the new net containing 
all the information required for the device to participate on the net. The 
information is listed in Table 5-4*, and the entires are described in Section 
5.3.2. The command messages are then sent to each device on the net. A simi- 
lar command message is formulated and sent to each of the LIUs on the net. 
After each device and LIU on the net have been loaded with the new net data, 
the FI Manager formulates new polling algorithms for each LI affected and also 
the  El, if the net traverses the El.  It then transfers the new polling algo- 
rithms into the appropriate LICU's and EICU. When the polling algorithms are 
loaded, the new net will be automatically implemented. No further action is 
required on the part of the FI Manager or the initializing DTE. 
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Figure 5-31. Device network configuration control. 

TABLE 5-10. NETWORK DESCRIPTOR DATA GENERATED BY INITIALIZING DTE 

Device Net Type 

Net Rate 

Priority 

Participating DTEs (VA) 

Source/Receiver 

Net Modifier 

Net Sequenca Algorithm 
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TABLE 5-11.  DEVICE NETWORK FUNCTION DATA 

Net Type and Number 

Source/Receiver 

Net Initializer 

Net Modifier 

Other Devices (VAs) On Net 

Device's Response Algorithm 

Device net modificalion.  Certain users identified in the Device Net Ta- 
ble, under the particular net type and number, as being allowed the privilege 
of modifying that particular net can do so.  The modifying DTE must obtain 
from the FI Manager, a complete description of the net.  The data is contained 
in the Network Table (5-7) listed under the particular net type and number. 
These request and response messages are transferred over a direct address 
link.  The modifying DTE must then send a request message to modify the net, 
along with a complete description of the modified net to the FI Manager» The 
data is the same type as the data required for the net establishmeat except 
that the net type and number have already been assigned.  The same procedure 
is followed as for net establishment except that existing tables are modified 
and only the devices and LIUs which arc  affected by thf modification are 
changed by the FI Manager. The polli»:^ algorithms of the affected LIs and El 
are also changed by the FX Manager. 

Device net termination. An existing device net may be terminated by any 
device identified as a net modifier on the particular net to be terminated. 
The device need only send a net termination request message, identifying the 
het (type and number) to the FI Manager, over a direct address net. The FI 
Manager must make the decision to terminate the net.  It then sends a AACK or 
HACK back to the requesting DTE.  If it terminates the net, the FI Manager 
sends a response message to all affected devices, and LIUs.  The polling algo- 
rithms of the affected LIs and El, if required, are modified and sent to the 
appropriate LICUs and EICU. The terminated device net is then deleted from 
the Network Table, and the Device Status Table in both the FI Manager ani af- 
fected LICUs. 

3.3.3.1.2 System controls. The system control of the data transfer be- 
tween devices on the FI manifests itself in how the F; subsystem*; operate to 
implement the device networks The control of the nets is implemented by tKr 
interoperation of several FI subsystems and the devices themselves, which ac- 
tually implies several levels of control. The highest level on the LI is the 
LICU polling the device nets, and the LIU (direct address transmission). The 
cecond level of control is in the LIU, where it determines if it is to trans- 
mit devices data on the bus, by analyzing the net access algorithms and the 
network header information. To illustrate these control« the implementation 
of each type of device net will be described below. The operational require- 
ments and description of the device nets appear in Section 4.2. 
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Direct address net.  The direct address (DA) net requires the simplest 
system control since it provides only simplex, point-to-point transmission. 
The control mechanism is the LICU transmitting a DA poll message on the LI, 
with the polled LIU's address in the destination address field of the network 
header.  The LIU recognizes that the poll message is directed to it by analyz- 
ing the poll packet header.  It then responds with a DA poll response packet. 
If the LIU had already received a message from its DTE, it will transmit the 
message in the response packet.  If not, it will transmit an idle packet in 
response to the poll.  Each DA net is characterized by its transmission rate 
whether the DTE is synchronous or not.  All dedicated point-to-point cable 
links in exsiting TAF centers will be replaced by DA nets. 

Virtual bus net.  The Virtual Bus (VB) net is actually the implementa- 
tion of an ordered sequential access bus. Access to the bus is controlled by 
the LICU polling the VB net and the LIUs accessing the VB net time slots for 
transmission according to the net's sequential access algorithm.  VB time 
slots, while not necessarily hemogeneously dispursed in time, occur at a nomi- 
nal rate, i.e., the long term average of the VB time slots is equal to the 
nominal VB transmission rate. Mesjages always occur in a sequential basis, on 
the VB, i.e., message number n will always appear on the LI bus before message 
number n+1 is transmitted. 

The data transmission rate (b/s) of the VB net is determined by two 
parameters: 

a. Message length, 
b. Nominal polling rate of the VB net. 

A fixed length packet transmitted at a nominal packet race (polling 
rate) yields a nominal bit rate for the net. 

For VB nets, the LICU does not poll LIU's, as is the case for DA nets, 
but *:ather, polls the VB net. The network header in the poll packet contains 
the message type and number, which identifies a unique VB net.  It also con- 
tains a VB sequence number which time sequence tags each time slot on the VB. 
Each LIU on the VB net is responsible for keeping a real tine count of the se- 
quence of the VB. 

When the VB net is established, each participating device and LIU is as- 
signed specific sequence numbers, identifying the VB time slot« in whicn it 
must transmit a response packet. One method suggested by the government, of 
determining the LIU's VB access sequence numbers is to assign each DTE (LIU) a 
ptarting number in the sequence and a repetition rate. Using these two para- 
meters, stored in its database, the LIU could very simply keep track of its 
next VB access sequence number. (Example: If a processor in the application 
system is assigned a seqvcnce number 76 and a repetition rate of 64, then it 
will first be allowed to transmit on the VB at time sloe 76 and another 64 
transmissions later at time flot 140, ard again at 204 and so on). 
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The implementation of a VB net (V.B.NorX) the FI is as follows: 

DTE with sequence no: n-1 sends a message to its LIU; 
-  LICU polls V.B.No:X; 

LIU with sequence No: n-1 transmits message onto the LI; 
All LIUs on V.B. No: X receive the message; 
LIUs send the message onto their respective DTEs; 
All LIUs on V.B. No: X increment the "Real Time" count for the VB; 
DTEs increment message number; 
DTE with sequence No: n sends its message to its LIU before VB. No: 
X is polled again; 
LICU polls VB. No: X again; and 
LIU with sequence Nos n transmits the message onto the LI bur» 

All LIUs on VB No: X will again receive the message and increment the 
"Real Time" count for the VB. 

The LIU mu^t always transmit a message onto the LI bus in its access se- 
quence time slots. If it has not received a message from the DTE when the VB 
is polled, it must transmit an idle mesrage in the time slot, such as to keep 
the VB sequence number (real count) incrementing.  The idle message will prob- 
ably be a short message consisting only of a network header. 

Lazy susan net?  The lazy susan (LS) bus is a ring structured bus in 
which the data moves from device to device on the ring.  Each device on the 
ring, if given authority, is allowed to modify the data before passing it on 
the next device on the ring. When the LS net is established, a master is de- 
fined for the ring, and the participating devices are identified as to their 
place (sequence) on the ring. The device sequence is identified in the LIU 
database by defining the Address of the LIU which proceeds it in the ring, 
i.e., the source of its data on the ring. The master starts the <*ing trans- 
mission and assigns message numbers to the data as it propagates around the 
ring. 

The LS bus is implemented in essentially the SAtne manner as the direct 
address net in that, a device on the LS net transfers the data to the subse- 
quent device on the net (point-to-point). The net is, however, identified as 
a lazy susan net in the message header so thit the receiving device is in- 
formed that it can either modify the data or pass it on unchanged to the sub- 
sequent device on the LS net. The device is assigned a holding time when the 
net is established. The holding time is the time in «h?ch it is allowed to 
hold the data in order to modify it. If the device does not modify the data 
by the end of the holding time, the data must be passed onto the next device. 
This is implemented by making the LIU store the LS ^ata.  If no new data is 
received from the device by the time the LIU it polled for the LS net, the LIU 
will send the sasw data to  the subsequent LIU in its poll response packet. 
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To insure the preservation of the LS net's data as it propagates around 
the ring, the LIU receiving the data from the transmitting LIU in the ring 
must guarantee buffer space is available to recieve the packet.  If buffer 
space is not available, the data would be lost. The mechamism to provide the 
LS data transfer guarantee is a demand data function, which is somewhat like 
the reversal of a query/response.  The LIU which is to receive the data sends 
a message to the LIU holding the data, telling it to send the data (implying 
that it has buffer space available).  The receiving LIU checks the source ad- 
dress in the message header, and if il is the previous LIU in the ring (the 
one it is to receive data from) then it accepts the LS data.  If not, it re- 
jects it. 

Devices may be allowed to monitor the LS bus, i.e., be receive only par- 
ticipants on the net. These devices are not in the ring path and as such they 

can not hold and modify the data as it propagates aroung the ring. 

The net can be modified at any time to add a new device in the ring to 
perform a new process which was not anticipated when the LS net was estab- 
lished. 

The number of participants on the LS nets are limited only by the source 
and destination address fields in the network header. The only rate limita- 
tions on LS nets is that it be no more than 20 Mb/s, and the maximum bandwidth 
of any single LS net be no more than 20 Mb/s. These are operational require- 
ments imposed by RAOC and is not a functional limitation of the FI system. 

Broadcast net. Broadcast (BC) nets are established such lhat an autho- 
rized source may transmit a general message out to all devices identified as 
receivers on the net. There are two types of broadcast nets: one El BC net 
and one LI BC net for each LI. When the BC nets are established, the devices 
which are receivers and possible message sources are identified. The broad- 
cast net is not a continuously polled net. A device which is identified as a 
possible source must request to transmit on the BC net.  It is then granted 
permission to transmit one message. The LICU then polls the source once (for 
the BC net) and the LIU responds by transferring the BC message onto the LI 
bus.  If it is an El BC net, the message is transmitted to all LIs via the 
El. Once he message transmission is completed, ehe device must request per- 
mission before it can transmit again. Transmission control of the LI BC net 
should probably be under control of the LICU rather than the FI Manager, in 
order to give the LI net automnity from the El in case of El failure.  It 
would also provide more transmission efficiency and reduce response time delay 
for BC nets. 

5.3.3.2.  Data transmission protocols. Protocols to control data 
transmission over the FI have been defined for all levels of communication. 
The overall view of data transmission control cun b»s seen in Figure 5-32. The 
characteristics of data transmission on the FI can be described in both func- 
tional and operational terms. 
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Figure 5-32.  Data transmission control. 
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5.3.3.2.1 Functional Description. 

5.3.3.2.1.1 FI levels of protocol. Figures 5-23 and -34 show the five 
different layers of protocol affecting data flow ovcsr the FI. The FI levels 
of protocol are not be be confused with or in any way related to the ANSI or 
ISO protocol models. 

DTE FI Level A 

SAü 

DTE Data Transfer Control 

FI Level B 
Adapter Control 

FI Level C 

LIU 

Device- Fi Link 

FI Level D 

ILICÜ 

LI Control 

FI Level E 
El Control 

» 

DTE 

SAU 

LIU 

LICL 

Figure 5-33. Levels of protocol. 
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Fl Level A 

Fl Level 6 

Fl Level C 

Fl Level D 

FI Level E 

F! Level B 

Fl Level C Fl Level A 

Figure 5-34.  Formats at each Fl level. 

Fl Level A concerns user-to-user protocol, i.e., process control.  This 
datw transfer control governs activities between devices as if they were di- 
rectly connected. 

Fl Level B pertains to the formatting of address, control, and data to 
and from a DTE for interface to other DTEs.  This protocol is mainly for con- 
trol between adapters and would disappear when adapters are no longer needed. 

The following three layers of protocol combine to perform end-to-end 
data transmission between users on the Fl. They ire unique to the Fl and are 
the subject of the rest of this section. 

Fl Level C concerns the data link between a DTE or SAU and the Fl. Con- 
trol information for operation on the Fl is contained in a device header which 
is attached to a block of data by the DTE or SAU. The actual transfer of 
header and data is accomplished according to the standard interface defined by 
RADC*. 

FX Level D consists of the LI control. A network header and trailer are 
added to the device header and data block by the LIU. This provides informa- 
tion required to control LIU-LIU and L1U-LICU data transfer«. 

*HIL-STD-XXXXf "Flexible IntraconnecC Hardware anJ Software Input/Output 
Interfaces," January, 1979, Rcm* Air Development Center (AF-SC), Griff iss 
AFB, H.Y. 13441. 
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Data transfer on the El continues using the network header and trailer 
formulated nt  FI Level D, However, communication between the EICU and EIUs is 
required to configure the FI into a proper mode of operation. This warrants a 
separate layer of protocol - FT Level E - which pertains to the El control. 

FI Levels D and E are transparent to the user. 

5.2.3.1,2 Data transfer scenario. Referring to Figure 5-35, an attempt 
by DTE1 to transfer data to DTE2 will be described to provide a better under- 
standing of the mechanics involved in communication on the FI. The functional 
flow is depicted in Figure 5-36. 
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Figure 5-35. Flexible intraconnect configuration. 

5-63 



(3-D 

< - 

Au A 

Figure 5-36.  Device «ttempts data transfer. 

5.3.3.2.1.2.1 De-rice - FI Link.  A DTE wishing to transmit data on the 
FI (in this case, DTEI must attach a device header to the block of data. 
This header (described in Section 5.3.3.2.1.3) provides control information 
required for DTE-DTE operation. T^e transfer of this header and data between 
the DTE and LIU is accomplished according to the interface standard.  For 
present-day DTEs, an SAU may be required for interface to the LIÜ. The DTE 
would transmit the data tr  the SA'J as if directly connected to the destination 
DTE (in this case, DTE2 or DTE5K The adapter, in turn, would structure this 
data for transmission to the LIU in accordance with the interlace standard. 

the header is transmitted to the LIU in DMA fashion with the block 
length always equal to sixteen 18-bit words. Transfer of the data field to 
the LIU is delayed until the LIU extracts the word count to determine the 
block length of the data field, checks if the virtual address is valid, and 
tests the header for vertical parity errors. 

If an error is detected, the LIU formulates an error message to be 
transmitted to the FI Manager. If no error is detected, the rest of the mes- 
sage Mock, i.e., the data field, is transferred from the DTE to the LIU in 
DMA fashion. Three events must occur at the end ot the data transfer:  1) the 
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proper sign-off procedure a? lescribed in the interface standard should take 
place between the LIU and F ./SAU; 2) the Input Data Request (IDR) line should 
go inactive; and 3) the number of data words transferred should compare to be 
equal to the message word count which was previously extracted from the device 
header.  If an error is found in any of these events, an error message is for- 
mulated and sent to the FI Manager.  If no error is detected, the LIU modifies 
the device header by attaching a parity bit to each 8-bit byte, adding a date- 
time group, and changing the vertical parity to reflect these additions.  The 
LIU also generates a network header for control of data transmission between 
FI components, e.g., LIU, LICU.  This header is attached to the data packet a. 
described in Section 3.3.3.2.1.3. 

5.3.3.2.1.2.2 Local intraconnect. The data p^'Vet is held by the 
transmitting LIU (LIUl) until a poll is received from the LICU (LICUl), which 
is continually polling all devices on its bus. The poll message sent from the 
LICU is stored in a buffer in each LIU until an accept/reject decision is made 
by the LIU, i.e., the LIU decides if the message is intended for it. 

After accepting the poll message from the LICU, the LIU must respond 
with a message indicating if it has data ready for transmission.  If now, the 
LICU continues to poll the other LIUs on its bus. The LIUs response to the 
poll depends on the type of message it is transmitting.  If the message is a 
broadcast, a lazy susan, or for a virtual bus, the entire data block is trans- 
mitted on the LI by LIUl. Any other message type requires a query (as de- 
scribed in Section 5,3.3.2.1.3) from LIUl as to the availability of buffer 
space large enough to hold the data packet at the immediate destination (LIU 
for local traffic or LICU for external). As demonstrated in Figure 5-37, if 
the buffer is not available, the destination stores LIUls address in a queue 
(if not previously stored), then notifies LIUl of the buffer nonavailability. 
The purpose of storing the source's address is to assure that later-polled 
LIUs will not gain access to the sane Jestina:ion before LIUl.  Buffer space 
will be allocated by the destination to tl-J\  according to its position in the 
stack. Meanwhile» the LICU :nll continue polling to expedite traffic on the 
bus.  LIUl will transmit data to the destination LIU or LICU once it receives 
a poll after buffer space becomes available. 

If the destination is a DTE on the same bus (in this case, DTE2), its 
associated LIU will store the message in one of its buffers. This LIU (LIU2) 
will then check the network header for parity errors» vertical and horiton- 
tal, and verify the number of header words. Error checking will also be done 
on the data portion of the message block. If an error is detected in the 
network header, an error message is fomulated by LIÜ2 to be sent to the FI 
manager. Error checking will also be done on the rest of the message block 
(device header and data). If an error is detected here, LIÜ2 will formulate a 
message notifying DTE2 of the error, if the transmission is error-free, LIU2 
will extract the message length from the device header to set up tue DMA 
transfer of the data to DTE?. The device header and data is transmitted to 
DTE2 in a DMA fashion according to the standard interface. 
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Figure 5-37.  Dctennin« buffer «vailability. 

5.3,3,2.I.2.3 Extern«! intraconnect.  If the destination is a DTE 
on a different LI» &uch as in a separate shelter (in this case, DTE5) 
LICU1 will hold the iaes«ag^ block until a buffer is available in EIUK 
LICÜi then transfers the data to EIUl in DMA fashion according to the in- 
terface standard. EIUl will hold the message packet until it is polled 
by the EICU. The response by EIUl to the poll depends on the type of 
mesöage it is transaitting.  If the nessage is broadcast, lasy susan> or 
for a virtual bus, the entire data packet is trans«tted on the FI by 
EIUl. All other message types require a q'tery from EIUl as to the avail- 
ability of buffer space large enough to hold the data at the destination 
Elü (EIUS*. If buffer space is unavailable, EIU5 stores EIUls address in 
a queue (unless previously stored), then notifies EIUl of the buffer non- 
availability* As in the case of the LIUs, ?IUl vill be allocated buffer 
space in EIU5 according to its position i,* ihn  queue» the EICU will con- 
tinue to poll the other SIUs in the network. EIUl vill transmit data to 
EIU5 upon receiving a poll after buffer space becomes available. Upon 
acceptance of the message, EIU5 vill transmit the data packet to LICU5 
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when buffer becomes available in LICU5. The data is transferred from 
EIU5 to LICU5 in DMA fashion according to the interface standard. LICU5 
will then transmit the message block (if broadcast, lazy susan, or for a 
virtual bus) or a query as to the availability of buffer space in the 
destination LIU (LIU5). Buffer nonavailability is treated as previously 
described - queuing of LICJS's address in LIU5, notification to LICU5, 
and waiting for buffer availability before transmission of the message 
from LICU5 to LXU5. Upon acceptance of the data packet, 1IU5 checks for 
transmission errors as previously described for LIU2. Again, if an error 
is found, an error message is formulated by LIU5 and sent to the FI Man- 
ager and/or DTE5. Otherwise, LIÜ5 will set up the DMA transfer mode to 
DTE5 and transmit the device header and data according to the interface 
standard. 

5.3.3.2.1.3 FI message format. Messages transmitted on the FI 
are to be formatted with a (1) network header, (2) device header, (3) 
data, and (4) network trailer as shown in Figure 5-38. 

Network Header 

Device Header 

Data 

Data 

Network Trailer 

Figure 3*38. FI message formet. 
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Network Header and Trailer»  The network header consists of up to five 
36-bit wo^ds attached to the body of the message as shown in Figure 5-39 and 
defined in Table 5-1?.  The network trailer is a 36-bit word designating ter- 
mination of the message and/or transmission and is appended to the end of the 
message.  The network header and trailer provide control information for 
transmission of data on the FT.  They are for use on the LIU/LICU level and 
are transparent to the DTE.  The network header and trailer fields are ar- 
ranged for 8-bit processing convenience and for ease of growth. 
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Figure 5-39. Network message format. 

To transfer data on the El, a "Start of Transmission" word (SOT) must 
precede the header to indicate that data is following.  This SOT is to be 
transmitted unencrypted with the rest of the block encrypted. To avoid com- 
promifte of the security of later transmissions, the bit pattern of the SOT 
would be modified for each transmission. To accomplish this on the FI, the 
SOT bit pattern for the next transmission will be part of the network header 
of the preceding message, that is, the SOT for message n will be part of the 
header for message n-l. This serves to alert the destination EXU of the SOT 
bit pattern which should precede the next transmission. As indicated in Fig- 
ure 5-39, the SOT is appended to the network header by the source EIÜ for 
traffic on the El only, not the LI. 

■M 

•- 
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TABLE 5-12. NETWORK MESSAGE FORMAT 

1    Field Description 
1 Start of Transmission Indicates bit pattern to precede next trans- 

mission on EX only. 

Start of Message 

Horizontal odd parity bit (MSB) for each 
35-bit word. 
Unique character identifying start of mes- 
sage. 

Message Type Indicates network message type.  Twelve are 
currently identified. 

Spare Spare bits. 

Extended Destination Address Indicates real address of the receiving LICU. 

Spare Spare bits. 

Local Destination Address Indicates real address of the receiving LIU. 

No. Words in Header Indicates number of 36-bit words in the net- 
work header. 

Spare Spare bits which may be used as device diag- 
nostics information for implementation of 
loopback test*                          | 

Extended Source Address 
l 

Indicates real address of the transmitting 
LICU. 

Spare Spare bits. 

Local Source Address Indicates real address of the transmitting 
LIU. 

Spare Additional 35-bit word for expansion. 

Pariry Vertical parity on the network header for   j 
error detection. 

Data Data field consists of device header (8 
36-bit words) plus up to 512 36-bit device 
data words. 

Error Detection Vertical parity on data field for error de* 
tection. 

End of Message 

End of Transmission 

Spare 

Unique character identifying end of network 
message» 

Unique character indicating «ore messages to 
follow or end of transmission. 

Additional bits for expansion and/or further 
error detection* 
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Figures 5-40 through 5-43 describe formats for currently defined message 
types transferred on the FI with corresponding tables (5-13 thru 5-16)to de- 
scribe the difference in fields.  The message types include those defined for 
the device level (FI Level C), i.e., direct address, broadcast, virtual bus, 
lazy susan, request and response messages, as well as those required for net- 
work transmission (FI Levels D and E), i.e., poll, poll response, query re- 
sponse, and data transfer. 

255 
—   — 

Start of Transmission (El Only) 

    _ 
2; 

P Start of 
Message (8) 

Spare 
(3) 

Message 
Type (6) 

Spare 
(3) 

Extended        , 
Destination 
A-jdress (6) 

Spare 
(3) 

Local 
Destination 
Address (6) 

P Spare 
(3) 

No. of Words 
(5) 

Spare 
(12) 

Not 
Used (c) 

Spare 
(3) 

Not 
Used (6) 

Parity (36) 

P End of 
Message (0) Spare (19) End of 

Transn^sston (8) 

Figure 5-40. Poll. 

TABLE 5-13.  POLi- 

Field 

Message Type 

Direct Address 
Virtual Bus 
Lazy Susan 
Local Braodciist 
FI Broadcast 

Destination Address 

Direct Address 
Virtual Bus 
Lazy Susan 
Local Broadcast 
PI Broadcast 

Description 

Poll Message 
Identifier Identifier 

Ü00 001 
000 010 
000 Oil 
000 100 
000 101 

LIU Address 
Virtual Bus No. 
Lazy Susan No* 
Sot Used 
Not Used 

y-*' 

:J- 

- 
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235 

r ■ 
i 

— — — _   

Sta rt of Transnission (El Only) 

—   - 
2Q 

n 
i 

p Start cf 
Message (8) 

Spare 
(3) 

Message 
Type (6) 

i 

Spare 
(3) 

Extended 
Destination 
Address (6) 

Spare 
(3) 

Local 
Destination 
Address  (6) 

p Spare 
(3) 

No. of Words 
(5) 

Spare 
(12) 

Extend3d 
Source 
Address (6) 

Spare 
(3) 

Locr.l 
Source 
Address (6) 

Parity (36) 

P End of 
Message (3) Spare (19) 

End cf 
Transmission (8) 

FIGURE 5-41 Poll. 

TABLE 5-14.  POLL RESPONSE 

I 

Field Description 

Meaeage Type 
Poll Response             Message 
Identifier                  Identifier 

No Data Available 
Query 
Lasy Susan Buffer Available 
Data Transfer 

Destination Address 

DIG                               GDI 
GIG                               GIG 
GIG                                Gil 
Gil                                 (See Separate Format) 

LICU Address 
Destination LIU Address 
Lasy Suaan No* 
(See Separate Format) 

No Data Available 
Query 
Lasy Susan 
Data Transfer 
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r 
1 Start of Transmissio.i (El Only ) 1 

p Start of 
Message (8) 

Spare 
(3) 

Message 
Type (6) 

Spare 
(3) 

Extended 
Destination 
Address (6) 

Spare 
(3) 

Local 
Destination 
Address (6) 

p 
Spai-e 
(3) 

No. of Uordi 
(5) 

Spare 
a*) 

Extended 
Source    | 
AJdress (6) 

Spare 
(3) 

Local 
Source 
Address (6) 

Parity (36) 

P End of 
Message (3) Spa^ (19) 

End of 
Transmission (8) 

Figure 5-42. Query response» 

TABLE 5-15,  QUERY RESPONSE 

Message Type Description 

Bufter Availsblc» 
Buffer UnavtiUble 

Query Response 
Identifier 

100 
100 

Message 
Identifier 

001 
030 
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235 r 

Start of Transmission {El Only) 

p Stan of 
Massage (8) 

Spare 
(3) 

flessage 
Type (6) 

Spare 
(3) 

Extended- 
Destination 
Address (6) 

Spare 
(3) 

Local    i 
Destination 
Address (6)| 

p Spare 
(3) 

No. of Words 
(5) 

Spare 
(12) 

Extended 
Source 
Address (6) 

Spare 
(3) 

Local 
Source 
Address (6)| 

1 F Spare (35)                                  i 

Parity (36)                                    j 

k Data > 

Error Detection on Data 

End of 
Message (8) 

Spare (39) End of 
Transmission (fl) 

Figure 5-43.    Data transfer. 

TABLE 5-16.    DATA TRANSFER 

Field 

Message type 

Direct Address 
Virtual Bus 
Lasy Susan 
Local Broadcast 
FI Broadcast 

Destination Address 

Direct Address 
Virtual Bus 
Lacy Susan 
Local Broadcast 
FI Broadcast 

Source Addrest 

direct Address 
Virtual Bus 
Lasy Susan 
Local Broadcast 
FI Broadcast 

Description 

Data Transfer 
Identifier 

Oil 
Oil 
Oil 
Oil 
Oil 

Message 
Identifier 

001 
C;0 
Oil 
100 
101 

Destination of LIU Address 
Virtual Bus No. 
Laty Susan No. 
Hot Ueed 
Not Used 

Source Uü Address 
Not Used 
Source LIU Address 
Not Used 
Not Used 
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The network headers for control on the El are the same as on an LI. The 
same message type codes can be used for EX tramsmissions as well as LI since 
the control messages such as polls, poll responses, and queries are local to 
the LI or El while end-to-end messages like data transfers contain the same 
header throughout the network. For instance, referring back to Figure 5-35, a 
data packet sent from DTE1 to DTE5 contains the same network header throughout 
(with only the addition of SOT for transfer between EIUs).  Polls, queries, 
and responses on LI1 are unique to LI1 and the polls, queries, and responses 
between the EICU and the EIUs are unique to themselves (and the same with 
LI5). The LICUs and LJUs handle these control messages on the LI level while 
the EIUs and EICU handle them on the El level. Because these activities are 
divorced from each other (may even run concurrently), the same codes for mes- 
sage types may be used for both LI and FI activities. 

The only difference between control messages on the LI and El, other 
than the addition of SOT, may be that the El dees not need the local addresses 
in the network header since communication between the EICU and the EIUs re- 
quire only the extended address. 

Device header. The device header is attached to the data trensmitted by 
the DTE and consists of sixteen 18-bit words as shown in Figure 5-44 and de- 
fined in Table 5-17. This device header is added to the data packet in the 
DTE or SAU, then Transmitted to i:h* LIU according to the interface standard. 
This header provides control information which allows DTEs to communicate vi«£ 
the FI (FI Level C). 

217        _ 20 

"Message 

P 

P 

System 
ModeO) 

PI X R/V 

R/V 

Type (4) 
ACK/NAK 
(1) 

j Destination [xlended 
Address (6) 

T Virtual Bus or 
Lazy Susan No. (61 

IP 

Source Extended 
Address (6) 

Message Length it) 

Message Number (8) 

XX 

j XX 

"Iflsg 

jPriority | 

Destination Local 
Address (6) 
Source Local 
Address (6) 
1/2 

length 13)  Word 
No. of bits 
(4) 

Not Used (8) 

Message Number (8) 

Not 
Used Ml 

DIG 
(4) 

Date/Time Group (8) 

DIG <8) 

DTG (8) 

P DTG 481 

DTG (8) 

Not Used <8) 

DTG (8) 

Not Used (8) 

Not Used (8) 

Not used (8) 

P 

P 

NoiUsediS) 

Not Used (8) 

Not usec (8) 

Not used <$ 

P 
i       ' 

Not Used (8) 

P 

P! 

Not Used <8) 

Not Used i8* 

Not Used (8) 

Parity! 18) 

Figur« 5-44. Devict (DTE) header 
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TABLfc. 5-17.  DEVICE (DTE) HEADER 

Field 

System Mode 

Message Type 

ACK/NAK 

Virtual Bus or Lazy Susan No. 

Priority 

R/V 

Destination Address 

Source Address 

Message Length 

1/2 Word 

No. of Bits 

Message Number 

Data/Time Group 

Parity 

Description 

Horizontal odd parity bit for each 8-bit 
byte; generated by LIU. 

000 designates present mode of operation on 
FI. 

Indicates if message is request message, re- 
sponse message, direct address, virtual bus, 
lazy susan, or local or FI broadcast. 

Indicates if acknowledgement for receipt of 
message is required from receiving LIU. 

Unassigned bits; set to zero by LIU. 

Designates vircual bus or lazy susan loop. 

Indicates message priority with 00 as lowest 
and 11 as highest. 

Indicates if address is real or virtual 

Indicates FI address of receiving device; 
not used for broadcast, virtual bus, or lazy 
susan* 

Indicates FI address of transmitting device. 

Number of full data words in this block. 

Indicates if last data word is half word or 
full. 

Number of unused bits in last half word of 
data. 

Modulo 16 number aoded to each swssage by 
the transmitting LIU. 

Eats/Time in microseconds added by LIU when 
block ia transmitted. 

Vertical parity on the device header for er- 
ror detection« 
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5.3.3,2.2 Operational description.  Transfer of data on the FI can be 
categorised as a (1) control data exchange or a (2) message transfer. 

5.3.3.2.2.1 Control data exchange.  For the purpose of this discussion, 
a device network is defined as a method of communication between devices on 
the FI. A device network can take the form of a broadcast, virtual bus, lazy 
susan, or direct address. 

5.3.3.2.2.1.1 Request/response messages. An exchange of control infor- 
mation must take place between a DTE and the FI Manager in order to establish 
the various conditions for connunicaticn on the FI. 

If a device network is to be initialized or a DTE wishes access to a de- 
vic* network (or whatever other function is desired), a request message should 
be sent from the requesting DTE and/or LIU to the FI Manager.  Its purpose is 
to seek establishment of device netwerk initialization and access permission, 
request device or bus status, inform of errors, and other control functions 
originating with the device and/or LIU. The FI Manager, in turn, must reply 
with a response message to the requesting DTE and/or LIU. Other purposes 
served by a response message is to check device or bus status, direct modifi- 
cations in device status, and other control functions originating with the FI 
Manager. 

Table 5-18 lists the various types of request messages that are cur- 
rently defined along with the type of information that should be contained 
within each request type. 

TABLE 5-18.  REQUEST MESSAGES 

. «•'..Jdid«, l   '•tüiit*t 

..srr.. ■. ^dJfc-i 

trrcf ,*t*tVip* 

j^-icriotjon 

r*.eu«.'5ti ptiniisiO'- to eit*bhs»i * 

Vc^ffi»-.  ptrr^i-.-iU;^.   ft. '-Kid!'/   a 

«est}i»es?i  stalls!«  •.'.aV-rt  ~ata of 

h««;i*%*ar> tt#*<ter »0 «wif«'.•«if. cörtr^. 

nr» tr ; t .. 

'«ot^f'.ci   !H«  •;   r^r^^r  of  »r *rrer 
iiT^a'U-.. 

I'-fom^tic^ ^ecjired 

.1   or r-   tiftjj'jcist;   real  or ^O'-re.»1 

of users. 

■)4U ytvcfi  (n lroaJ(.4,-r LitatlJ1 isn 
Hmi is  to l>e .fwnqed. 

11  or FI   r>r«**(}c.;st. 

?.edl  or '.o^-rea]  •»*»; -««^s^ws.'s; 
nessaqe s»l«;  Hs» ;"f j'-t?rs.  sfr3ue-tr 
?igr*;«rr  »«d  rtpeiifJO*!   rat*  *Of t*^*- 
user. 

.'•'tyjt'  ffus  '-i^fter, Jara qirtf   f 

.irt-jjil   ^-s  JsttMlfi, rfnu"   '-.   tc t* 

■kfssa?,-Si/s,  -!w»sa!}« si.'e.   Its', o* 
wStrt arid scKj^e^te of op^rar^c". 

l.4ä> SJ«T »KKJSer.  44ti •ti»#f'   tfi 
L4f/ Su**fl tsUfcHin. **»ICM  ii 
•ob* CMnq«4. 

'ranv^t r>*!w or !r*fv»it a^rf **t*1*«; 
r«a'   ->r nen-rti]   ti^. '-*ss«^«s,'-. 
^<.-.a*jc --lie. aeitirstfcf »4äfC4> 

'jöuffe  a<ädrr-;i. 
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3.3.3.2.2.1.2 Device network initialization.  For a device to operate 
on the FIt the proper device network must be set up.  For-instance, if the de- 
vice is to conmunicate on Virtual Bus #47, then Virtual Bus #47 must be in op- 
eration jnd the device must hav^ permission from the ?l  Manager to comraunicat' 
on it. Authorization is required to receive as well as transmit, i.e., a de- 
vice may have permission to transmit but if it desires to receive, it needs s 
separate authorization f^r this.  These requirements also pertain to broad- 
cast, lazy susan, and direct address. 

Figure 5-45 demonstrate ; the operation.:! flow of initializing device 
network, while figure 5-46 shows a device se.iki jg permission to operate on a 
device network. To initialize a device network, an authorized DTE must send a 
request message to the FI Manager requesting establishment of the device net- 
work. The FI Manager replies with a response message establishing or disal- 
loving the device network.  If disallowed, the matter is resolved and the DTE 
is not allowed to cotnaunicate in such a manner.  If the device network is es- 
tablished, any DTE wishing to communicate on it must send a request message to 
the FI Manager requesting permission to transmit or receive on it, or both. 

Start       J 

Device Sends Request 
Message to FI 
Manager Requesting 
Establishment of 
Proper Device Network 

r 
'vt
re 

Autnonxed to 
Initial:!* Devic 
Network 

fl Manager Replies 
with Response Message 

/^Device Network 
V^ Estebiished 

Figure 5-4S. Device network initUlUatioo« 

C Device ^etworfe 
not Established ) 
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Start 

 1_  
Device Sends Request 
Message to FI 
Manager Requesting 
Permission to 
Transmit or Receive 
on Device Network 

Device Allowed 
Receive or Transmit 

Device not Allowed to 
Receive or Transmit 

on Device Networtc y    V^pn Device Network 

Figure 5-46. Authorization to coonunicat« on device net^^rk 

The FI Manager repliet with a reuponae aeaaage which grant» pemiasion 
or not. If not, the DTE ia not allowed to coMinicate in auch a »aimer If 
granted, «.he DTE can either receive or iranaaic accordingly. 

5.3.3.2.7.2 Neatage tranafer. Tranaaiaiion of a »easage on the FI ia 
controlled via the network header, network trailer, and the device header 
which are deacribed in Section 5.3.3.2.1.3. 
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Once the proper device network has been set up and tue necessary DTEs 
are authorized to communicate, a message can be transmitted over the FI as de- 
picted in Figure 5-47,  Control data for the transfer is contained in the de- 
vice header which is attached to the block of data by the transmitting DTE or 
SAU.  An important part of tha control information lies in the message-type 
field of the header» 

xmlu*d 
to LI 
Oil/ 

ITZL 
Accept« by 
Authorum 

Accept«* By 
Aulharifed 
Q«vU*4 on 
Th«t P*rt*cul« 
virtwtl Bui 
Only 

Accepted 5y 
Ajtiorued 
>yicfs on 
'Hit   PjrtlCu f 
L«ly  V'i*n 
Loop >'y 

t 
f         i»i J 

Accepted 5y 

Device i>ly 

L__J 

Figure 5-47, Message transfer flow. 

M4* 

A broadcast message ie classified as either being for devices on the LI 
only or for the entire FI. Only devices that have previously been authorized 
by the FI Manager may transmit or receive broadcast messages. As previously 
described, this same authorization is recurred for a virtual bus and lazy 
susan. A device sending a message directly addressed to another device must 
be authorized to send to that particular DTE just is the receiving DTE must be 
authorized to receive from that source DTE. 

Request messages are transmitted only to the FI Manager just as response 
messages ar : transmitted only from the FI Manager. Currently, any other mes- 
sage type not herein defined is invalid and would be recognized as an error by 
the FI Manager. 

A device may wish not to contnunicate on the FI but to merely monitor 
traffic. Although this form of communication cannot be classified as a mes- 
sage type (juch as direct address or virtual bus) because it  is for monitoring 
only, it has been provided for in the request message format and is dotted in 
Figure 5-47 to indicate its possible presence. 
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5.3.3.3 FI error control.  Controls are incorporated into the FI system 
design to:  1) Control the effects of data transmission and processing errors 
created within the FI; and 2) report them to the FI Manager to record for sys- 
tem error performance evaluation.  Error control requirements imposed on the 
FI are separated into two types:  Data errors and header errors.  They will be 
discussed separately below. 

5.3.3.3.1 Data error control.  The FI is required to provide an unde- 
tected bit error rate (BER) better than 1x10-12 on aii ^ata  transmitted over 
it, from LIU input to LIU output.  The device header is not considered part of 
the data block.  Direction was given to assume an inherent channel BER of 
lxl0~o on j-^g composite El and LI transmission media.  This appears to be a 
valid assumption since:  1) The fiber optic link should provide better than 
1x10-10 BER with the margin on the receiver signal-to-noise ratio of about 
10 dBm, and 2) the BER on the intrashelter (LI) flat ribbon cable should be 
better than 10-9,  xhe errors are to be considered statistically independant 
to simlify the analysis during this study.  The burst nature of the El and LI 
transmission media are obviously statistically dependent.  The cryptographic 
equipment itself, if it is of the cipher-text autokey (CTAK) type, multiplies 
single bit errors into strings of 100 or more bit errors. However, long 
strings of errors are not the problem when row or column parity checks or ham- 
ming cedes are employed.  Burst errors of a period short with respec^ to the 
word length do present a problem with parity checks. Data transmission of- 
fered by the FI even in the presence of short burst errors will be of rela- 
tively high quality. 

If an error is detected in the data, by the receiving LIU, the data is 
discarded and the LIU sends a data error message to the receiving DTE (as- 
suming the header was received error free). Four functions are required in 
the FI to implement data error control: 

a. Error detection coding in the transmitting LIU; 
b. Error detection in the receiving LIU; 
c. Dct& error message generation in the receiving LIU; and 
d. Transfer of the error message to the receiving device. 

Two methods of error detection were considered in Task III, and are in- 
cluded in this discussion. The first was parity checks on the data and the 
second method was a Hamming or other BCH-1 code. Although the 5CH provides 
better error performance, and meets the 1x10-12 BER requirement in a short 
burst error environment of 1x10-8. ^^ nethod« meet the requirement when 
assuming statistical indepefdance and cryptographic extension of the errors. 
Since the implementation of the prity check method is much simpler to imple- 
ment, it is the one chosen for the FI data error detection mechanism. 

Parity chock. As will be seen, two parity check bits on the whole block 
are adequate to meet the basic speicifeat ion for the data.  If the parity 
checks must be performed as the data is strobed into the LIU on a word basis» 
it will be simpler to implement a parity check on each column of th<> entire 
data block. The column checks are simple parity checks on the vertical slices 
of the data block. 
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A single parity check detects error patterns with odd numbers of errors 
(1, 3, 5...). With low channel bit error rates, the only significant contri- 
butor to the undetected BER is the probability of 2 errora. The probability 
of occurance of error patterns of 4, 6, etc. are negligible with respect to 
the probability of 2 errors and therfore do not affect the undetected BER. 
Since only even errors are undetected, the undetected BER is equal to the prob- 
ability of even errors occurring(P | even 1 ) »thus P [ even | Cü P | 2 errors ) . 

To sufficienc accuracy, tue probability of k errors in N bit data slices 
(words), assuming a channel BER P Is? 

P(k)=(nk) pk q(N-K) =   Nt  pk 9(N-k) 
N FTCN-k)! 

(k) is the number of ways k errors can occur in N bits. The probability 
of 2 errors (kas2) occurring in a given block is approximated to sufficient ac- 
curacy by the equation 

P(2)  ^ N(N~1) P2/2 (1) 
which is the undetected block error rate. The undetected bit error rate is: 

U « 2P (2) /N (2) 
since P(2) is the probability of 2 undetected errors in N bits.  Combining 
equations (I) and (2) yields: 

Ü - (N-l) P2 (3) 

For the data, it has been specified that U <_ 10-12 ^en  p « io-8, 
and therefore, equation (3) can be solved for the maximum allowable value of 
N-l, which is the number of data bits in the block, the Nth bit being the par- 
ity bit: 

N-l - U/P2 . 10-12/10~16 - 104 (4) 

1.  JJX    - k^ (N-O  , for k-2:jn  - N(N-l) 

(N-K)!      11 (N-2)! 

1*0 

Also,     for small p : (1-p)   1 

Four errors in a block yields a P4 term in the expression for U, which 

yeilds a factor of 10-32, which can be considered negligible« 
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The maximum data block of a packet will be 5^ thirty-six-bit words 
or 18, 432 bits. This is nearly as large as allowed for a single check by 
equation (4).  Thus, at least two checks are required per maximum length data 
block. A vertical parity check on each column of the data block is equivalent 
to N = 513 bits, which yields an undetected BER on the data block of 5.12 X 
10-14 which is greater than an order of magnitude better than required. 
Therefore, a word will be added to the packet trailer for vertical parity on 
each column, 

5.3,3.3.2 Header error control. The FI is required to guarantee 5000 
years mean time to undetected header error. The header is considered to com- 
prise both the LI network header and the device header error. Direction was 
given to assume a message rate of 5000 messages per second, with the channel 

BER of 1x10-8 an<j the errors statistically independent. Only point-to-point 
transmission was considered in order to simplify the analysis. 

If an error is detected in the header by the receiving LIU, it discards 
the packet and sends an error message to the FI Manager.  Four functions are 
required in the FI to implement data error control: 

a. Error detection coding in the transmitting LIU; 
b. Error detection in the receiving LIU; 
c. Header error message generation in the receiving LIU; and 
d. Transfer of the error message to the FI Manager. 

Both parity checks and BCH-I methods of error detection were also 
studied for header error control. Both methods meet the 5000 years mean time 
to undetected header error. But, as in the case of data errors, the parity 
checks are much simpler to implement and, therefore, are chosen for the FI 
header error detection mechanism. 

Parity c'aeck. As will be seen, both row and column parity checks are 
needed to meet the header error control specs. The required 5000 years mean 
time to an undetected header error, along with the following assumptions: 

a. 5000 message headers/second, 
b. 512 header bits (8 network header words & 8 device header words @ 36 

bits/words) can be translated into an undetected BER in the header. 
The assumptions translate to: 

1. 7.884 X 1014 headers/S.OOO years, 
2. 4.54 X 1017 header bits/S^OO years, 

which in turn translates into a required header undetected BER ot 2.2x10-18. 

Once the header undetected BER was determined it was used to determine 
the error detection method. Let the entire header consist of H"RS bits ar- 
ranged in R blocks of S bits each« Each of the R blocks could be protected 
with its own parity bit« This would indicate a simple row or column check« A 
maximum value of R can be calculated that is required to satisfy the specifi- 
cation« 
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As for the data error detection, let P(?) be the probability of 2 errors 
in one block, and note that equation (1) of section 5.3.3.3.L applies with R 
substituted for N-l.  The probability of an undetected header error is then: 

U = S P(2) = S (R+l) R P2/2 
= (H/R) (R+l) R p2/2 
- H (R+l) P2/2 

The specific requirements can be translated into single parity check equation 
parameters 

U = 2.2 x 10"18 

H = 512 bits 
P = lO"8 

and equation (5), when solved for the number of S 3-bit blocks (R) yeilds; 

R <  8.6 X 10"5. 

Since R is less than one, a single row or column parity check is not suffi- 
cient to meet the requirements. 

Row and column parity check« were then analyzed.  Consider a block of RC 
bits arranged in a rectangle as shown in Figure 5-48. The last row and the 
last column are made up of parity check bits on the column and rows. At least 
4 errors are needed to escape detection, and these must be arranged at the 
corners of the rectangle as shown.  Patterns of 6, 8, etc., errors can also be 
arranged to escape detection, however, the lO"^8 factor produced in the 
value of U by 6 errors arranged in the header is negligible and can be ignored 
in the absence of burst errors. 

t r V 

Figure 5-48, Pattern of four unJetected errors. 
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The probability U of undetected block error is the product of the prob- 
ability for each of these rectangular error patterns times the number of such 
patterns that can be formed in the R by C block: 

U = R (R-l) C (C-l) P4/4 (2) 
= H2 P4/4 

where H - RC is the number of bits in the block. With H ■ 576 and P « 10~8, 

Ü = 8.3 x KT28 

which is significantly less than the required 2.2 x 10~^6 undetected header 
BER. 

Therefore, the horizontal and vertical parity chocks will be used.  The 
actual number of check bits required is R + C-l. For the format of the FX 
header, (R « 36, C • 16) there are 51 check bits required. 

Consider now the effects of bursts errors on row and column checks.  If 
the bursts are caused by crypto gear of tne stream cipher type (also called 
cipher text autokey ov CTAK), they consist of strings of 50 or more bits that 
are essentially random.  In order to fool the column checks, a string of ran- 
dom bits must affect at least 2 rows. Therefore, it is checked by all the 
column checks and at least 2 row checks. Since the bits in the string are 
random, the probability of satisfying each check is 1/2, and if Q checks are 
involved, the probability that the string of errors will be undetected in 
2~Q. If the string laps over into more rows, its probability of passing the 
checks is halved for each row above 2. 

The greatest chance for undetected errors comes when the error string 
ends on one of the last R-l bits of the second row or starts on the first R-l 
bits of the penultimate row. For tUia case, the probability of eluding detec- 
tion is 2"'^R+^'. The probability of having an error string fall in these 
two ranges is 2 (R-l) p, and the probability of undetected header error is; 

Ü » 2 (R^l) p O ♦ 1/2 + 1/4 ♦ . . .) 2-<R4l> 
Ü - R P2-(R-1>. (8) 

With R » 36 and p - KT8, Ü ■ 1.05 x 10"17, and the specification is sat- 
isfied. 

Against lower density bursts, the detection system is less effective« 
Consider &a error source that puts out bursts of errors during which the error 
probability is p and vith a duty cycle that makes the average error rate equal 
to 10'8. The worst value ol p will be one that gives an average of about 4 
errors in a header. For a header with 576 bits (including checks) this is 
about 0.00069. The probability of getting a rectangular pattern of 4 errors 
during an error burst iss 
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U = R (R-l) C (C-l) p4 (1-p) 574/4# (9) 

This is like Equation 2 of Section 5.3,3.3.2.2, but because pH is no longer 
small, an additional term is needed.  Evaluation U for P = 0.00^9, R -  36, and 
C - 16 gives U = 1.16 X 10""° during the bursts.  This value is a little low 
because it does not include undetected patterns of more than 4 errors.  The 
average value of U is found by multiplying by the duty cycle, 

10-8/0.0069 * 1.45 X ICT6; 
U = 1.68 X KT14. 

This is much larger than the 2.2 X 10"^ undetected BER required to provide 
the 5000 year mean time to header error.  U ■ 1.68 X 10~^4 translates into 
one error in 6 X 10^ bits, which yields a mean time to header error of 661 
years. 

5.3.3.3.3 BCH codes.  The error control system was analyzed using BCH 
error detection coding also. Even though the BCH method provides improved 
performance it was discarded in favor of the parity checking method, due to 
hardware implementation considerations.  It is included here for comparison. 

The simplest kind of BCH code is the well-known Hamming Code.  The anal- 
ysis that follows shows that a Hamming code will meet the requirements but a 
BCH code with greater minimum distance weight would be a little more effective. 

A Hamming code with an additional overall parity check detects all pat- 
terns of 3 or fewer errors.  It also detects all patterns of odd numbers of 
errors, and for even numbers of errors greater «rhan 3 the probability of not 
detecting is close to 2"''^' where J is the number of checks including the 
overall parity check. The maximum number of bits in the total block including 
checks is 2^~*'-l, Therefore, 16 check bits is enough for the data block, 
and as few as 10 could be used for the header* Fro« the standpoint of hard- 
ware economy, however, it makes sense to use the same code for both header and 
data. 

When the errors are statistically independent (i.e., no bursts) and when 
the bit error rati p is small, the probability of undetected header error is: 

U « (H*J) (H+J-l) (H*J-2) (H*J-3) p4/(4! x 215) (I) 
with p - ID'8, J - 16, and H • 576, Ü - 3.1 x ID"27, a little better than 
with the row and column check using more than twice as many checks. 

With error propagation from a stream cipher encryption system, the unde- 
tected error rate for the header is approximately given by: 

Ü - (H ♦ T - E) p/2J. (2) 

5-85 



T is the length of the random string that results from a single error at the 
decryptor input. The exact value of T for a given KG system is classified, 
but consideration of cryptographic security indicates that it should be at 
least 50.  This value is used here to avoid classifying this document. E is 
an end effect allowance to take account of the fact that if the string over- 
laps only a few bits at the start of the header, the chance of getting the 
minimum 4 errors is small.  Intuition suggests that 8 is about the right num- 
ber, and since the effect is small, thai: value wi)l be used and no detailed 
analysis will be made. With H « 576, J « 16, and p - ICT8, U - 9.43 X 
lO"1^, about 36 times as large as with the row and column code. 

To get Ü down to 10"1-* with cryptographic error propagagtion, J can be 
increased to 42. 

Consider now the error detecting capability against burst errors with 
peak error rate about 0.0069 as was considered for the row and column checks. 
The probability of getting 4 or more errors in the block is 0.267, and the 
probabiity of failing to detect such error patterns is about 2~^. 
With J - 42 

U « 0.267 X 2"42 - 6a X lO'14, nearly 6 orders of magnitude better 
than the row and column check.  If the bust duty cycle is 1.45 X lO"16, as 
before, to make the average err^r rate ■ 10"®, then 

U • 1.45 X lO"16 X 6.1 X lO"14 - 8.8 X lO"20 which meets the re- 
quirement of U f  2.2 X 10'1® for a 5,000 year mean time to undetected 
header error. 

Although the above analysis is directed Coward increasing the number of 
checks J by increasing the btsic Hamming code block site and, of course, still 
using only as much of it as is needed, it would be a little »ore effective to 
go to a BCH code with higher minimum code word weight. The difference in 
hardware is probably small, the improvement in performance would te greatest 
with the non-bursty error patterns, and unfortunately it would not be appre- 
ciable against bursts of many errors. 
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5.4 CoTnmunlcation network implementation^ 

The communication system subnetwork includes th^t part of the TAF 
centers using telephones, teletype, low-speed serial data links, trunk groups, 
a.id transmission groups.  It does not include the data transfer between ADP 
devices. 

This section will identify major communication system users, their 
interConnectivity through the FI, and protocol required on the FI to handle 
communication messages. A concept for integrating some  of the call processing 
functions required by telephone users is included in this section. 
Alternatives for a more extensive integration of call processing technical 
control and FI packet switching functions (developed in the Appendix) are 
evaluated in this section. 

5.A.1  Communication interfaces by functional types.  In Task II, a 
representative set of communication devices was identified with 
characteristics exercising the most important functions of the FI.  This set 
was selected so the design of the FI adapters could be concentrated to a 
smaller number of functions.  Otherwise, analysis of the FI interface could be 
too cumbersome. Table 2-8 lists those devices bv functional types. 

Each functional type was identified as an adapter type.  These adapter 
types are shown in Figure 2-15.  Other characteristcs of the signals are 
further identified in Table 2-2 through 2-6. 
5.3.2 Network Interconnectivity: The interConnectivity of each of the 
functional types of communication devices is discussed in the following 
paragraphs. 

Telephones - Telephones are interconnected either as dedicated circuits 
or on a switched basis. Dedicated circutis are routed directly fron each end 
instrument to the technical control facility where each is patched through to 
its destination on a full-time basis. There is no supervisory signalling on 
dedicated circuits. Switched circuits are all connected fron o.ich end 
instrument to the circuit switch in the center. Th<>re is a supervisory 
signalling exchange between the telephones and th* switch to  set-up, maintain, 
and release each call. Loop-to-loop switched calls do not generally go 
through the technical control facility. Trunk calls, or those going between 
switches (at different centers), are routed through the technical control 
facility and over the transmission media. There is an additional 
switch-to-switch supervisory signalling exchange for trunk calls. The 
foregoing is true whether the end instrument is analog or digital, but the 
supervisory signalling exchange is quite different in each case. In both 
cases, the signalling is in-band. 

Loop-loop calls originate and terminate off one switch within a center. 
In a loop-loop call the originating end instruaent sett up the call with the 
switch by a supervisory signalling exchange« Refer to Figure 5-49. The 
switch tecs up the destination circuit through the switching aatrix with the 
destination device and the call takes place. The call is released with a 
siailar exchange. 
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Figure 5-A9, Loop-loop calls. 

In a loop-trunk c«U, the initial «et-up between the origin/.ting device 
and the switch is the tane.  But ehe switch must consult a routing function 
and comunicate with the proper distant switch to complete the call. A trunk 
group is formed at the local switch and routed to the technical control 
facility where transmission groups are formed from trunk groups which «r» then 
routed over a radio or cable to the distant switch. Refer to Figure 5-50. 

When the FI is used at a center, the interConnectivity is as shown in 
Figure 5-51 anrf 5-52 for loop and trunk calls. These figure« show the access 
to the FI being made through the Locel Inrraconnect (LI) at each shelter. For 
clarity, cowsunication adapters and components of the external intraconnecc 
(El) are omitted. Both signalling and call exchanges are carried as data 
within the body of the communications messages over the FI. Note that 
loop-loop call« traverse the FI twice from source to dettination» and at least 
rhrce times for trunk calls which go intercenter. 

A more detailed breakdown of the interconnectivity is shown in Figure 
5-53 for a digital telephone. The adapter (AD) used by each telephone is a 
low speed serial data (LSSD) adapter. The SICU is shown but no other detail 
of the El. 

5-88 



Radios 
Loop-Trunk Calls 

Remote 

Supervisory Signaling — 
Control  

Figure 5-50.  Call routing - typic&X AF center without flexible intraconnect. 

Data Devices - A group of data devices representative of the TRI-TAC 
family in SCr-3 are shewn interconnected through the FI in Figure 5-5A. 

TADIL A and B circuits are serial digital signals 150 b/s to 2250 b/s 
(Table 2-8) handled a* quasi-analcg signals in AV adapters. These are routed 
through the technical control facility as dedicated circuits to « radio. T*e 
analog telephone would generally be routed to the switch through the AV 
adapter. TADIL and telrphone circuits would not necessarily use the same 

adapter and LIU as shown. 

A teletype signal, in tht CRC Ops central woulci use a data adapter (DA) 
to convert the TTt  data to 16 kb/s or 32 kb/s. Encryption and supervisory 
signalling, required by the switch, can be provided by the DSVT (or DtfVT) 
connected to the DA. Either way the converted teletype signal uses LSSD and 
is routed over the FI t> either the switch or the technical control facility 

depending if the circui: is dedicated or switched. 
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Figure 5-5X. Call proc««»or/FI Integration concepts 
CF/FI separate noninterfacing intracenter (loop-loop) call. 

Trunk groups ere formed in the twitch for intercenter trantaistions. 
These ere in the r*ngc of 144 kb/s to 4608 Kb/s (Teble 2*8). Trunk groups use 
HSSD sdepters «nd require one LIU for eech adapter« The input to the HSSO is 
serisl st the trunk group rete. The transfer froc the HSSD to the LIU is 
«crots the stenderd interfece which is 18-bit psrMlel, end the trensfer frc« 
the LIU onto the LI is 36-bit pareUel« A 4608 Mb/s trunk group would occupy 
spproximatoly IOX of the totsl capacity of the LI st 10 Hw/s, snd when aesssge 
overheed is contideredi it cen >e seen that the number of HSSD's (snd LIUs) 
hsndled by one LICU is no more than seven when the HSSD's ace operating st th*i 
highest rste trunk group. This limitation will be considered in iaplemenc^'ng 
the CNCC end Aü/TTC 39 with the FI. 

Transmission groups ere formed in the channel reassigfUMnt function 
(CRF) of the ONCE from trunk groups tranemitted from the switch. Transmission 
groups ere necessary beceuse of different trsnsmission paths used by the trunk 
groups. However» transmission groups in the CNCB are at the same family of 
rates as trunk groups and the comments made in the previous peregrenh epply to 
trensmiftsion groups es well. Trensmission groups are routed from the OICE to 
the radio over the FI es shown. 
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Another group of sigrels «re the digitel orderwire». They are 
telemetry, superviiory «ignalling, end digital voice with ratei fro« 150 b/• 
to 4 kb/s, aid 16 kb/t. Theae are defined in Table 2*8. The daca signals can 
be combined in data channel multiplexers to 16 Kb/s or 32 Kb/a, or transmitted 
singly over the FI.  In any case, the signals use LSSO adaptera and ar« 
generally routed between CNCC, switch, and radios. 

5.4.2 CowÄunication subnetwork protocol, the coaaunlcation subnetwork 
can be best analysed by considering it« two characteristic »odes of 
transmission over the FI; point-to-point and intercoe transmissions, the 
intercom mode is employed primarily lor intraahelter telephones, or thoae 
within an operational complex such «a the combined current cps and current 
plena facility of TACC of operations central cf the CIC. Theae will K served 
by one LIC? and LI. The point-to-point mode it uaed for connectivity, 
requiring transmissions over th^ External Intreconnect. The point-to-pofnt 
isode services all interahelter traffic and will be primarily telephone traffic 
from center sheliers to and from the circuit twitch tod technical control 
ftcUity. The mettage ttructure, which it the tame for both modet, will be 
described when the detailed operation of etch will be made. 
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5.4.2.1 Communication message structure. Communication messages are 
formed in communication selected adapter units (SAU). Each SAU puts the 
response from the 10 devices it serves into the body of the message and 

attaches the device (DTE) header and trailer. The device header and trailer 
are 5.3.3.2, Figure 5-44 of this report. 

The SAU forms a header and trailer in addition to the device header 
(Figure 5-55.  A communication header of up to 20 18-bit words is formulated, 
a two-word section for the response from each device. The header contains the 
destination address (the LIU and the adapter port) and any classmarks, 
precedences, etc., associated with the calling device. 

67918-Bit Words 

16 Words 

Comm 
Header 
20 Words 

Text 
from 
10 
Devices 
640 
Words* 

Trailer 
IWord 

Device Header 

Destination 1 Address (8) Port (5) Spare (5) 
Destination 1 Classmarks Precedence, etc (18) 

Destination 10 Address etc. 

Device 1 Text 64 Words* 

Device 10 Text 

ETX/E0M/ERR/DET Spare 

• Assuming Space for Voice 
Digitization Rate of 64 Kb PCM. 

If 3? Kb CVSD is used each text 
Uses 32 Words and 320 Words Total 

Figure 5-33. Low-speed coonunicatlon adapter response format. 

The body of the coinaunlc«tion message contains the response fron each 
active device. Each device may use up to 6A 18-bit words and each message stay 
contain up to 640 18-bit words of text. An inactive device will not have its 
header appended and will not occupy space in the text. The length of rhe 
message will, therefore, depend upon the number of active users on the SAD. 
The sise of the block of device text was sec at 64 words to account for 
accumulating 18ms of 64 kb/s (PCM) voice« or, 1132 data bits. If the voice 
digitization rate of 32 kb/s (CVSD) it used, the text block sise vould be 
reduced to 32 words, or 576 bits of data, and the total text from  10 devices 
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would be 320 words instead of 640.  (It has been determined that 18ms is an 
optimum sample interval for transferring voice on the FX, considering message 
occupancy, efficiency, hardware complexity, and transmissions delay time over 
the FI.  Each communication DTE is, therefore, sampled on 18ms interval).  A 
one-word trailer is attached to the message to denote end of textual data. 

In general, all active devices attached to an SAU will not always be 
included in each message.  If a device has a destintion on the El, it will not 
be included in a message destined for the LI only.  Similarly, messages going 
over the EX will not contain local II traffic.  The SAU will distinguish 
between user destinations of its devices and formulate separate messages for 
each. 

5.4.2.2 Intershelter communication. When a communication device 
communicates with a device in another part of the TAG center, or in anotner 
center, it will do so o\er the El as a point-to-point communication.  It may 
operate as either a switched circuit or a dedicated circuit \n the TAG 
environment.  As noted before, switched circuits will ail be routed from the 
devices directly to the circuit switch (or store and forward switch in the 
case of data), and dedicated circuits will be routed directly to the technical 
control facility.  In general, then, devices in any shelter will have no more 
than two external destinations and any SAU can service all intershelter 
traffic from its devices by formulat'ng only two messages, one to the switch 
and one to the technical control facility. Any messages from an SAU will have 
only one destination shelter, or LICU.  The switch and technical control 
facility are exceptions. Messages from SAUs in these shelters may have more 
than two destinations and require the formulation of more than two messages 
during an 18ms interval to service all its devices. 

The point-to-point protocol for the transfer of communication messages 
is shown in Figure 5-56.  Delays in FI buffers are shown in the figure.  There 
is a fixed 18ms delay in the adapter to account for storage of a block of 
data. There are polling delays in acquiring access to the LI and El which may 
be up to 18 ms. There are other shorter load-dependent delays experienced on 
the downlink between LICU and LIU, and LIU and SAU. This protocol is the same 
as for any other point-to-point message on the FI described in Section 
5*3.3.2.  It should be noted that all device data from one originating SAU 
will be delivered to one destination A-IGU and fron there, delivered to all 
LIUs on that LI. Each LIU with a destination address in the message will 
accept the message and pass it on to its SAU where the proper point to which 
the destination deviceCs) are connected is decoded» 

5.4.2.3 Adjacent, or jntranheltcr communication (intercom): An 
intercom network can be set up on the FI whereby any communcation users on one 
LI csn communicate without going through the switch or technical confrol 
facility. The Intercom capability is valuable in larger centers such as TACC 
and CRC where several modules can be collocated and a large number of devices 
are sarved by one LICU (LI). Where the intercom capability can bs effectively 
utilised a considerable traffic load can be removed from the circuit switch. 
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Figure 5-56. Communication protocol - point-to-point data transfer 
between two communication devices. 

Intercom Communications are feasible because each LI is a cowmon bus 
wherein each transmission from one party is broadcast to all LIüs on the LI. 
The intercom network uses the virtual bus mode of communication. A virtual 
bus is set up between all communication users on an LI. The set-up and 
operation of a virtual bus is described in Section 5.2.2. The protocol fo- 
this mode of operation between two devices is shown in Figure 5-57. When the 
LICU polls an LIU, the SAU message is transferred to all users (LIUs) on the 
virtual bus, i.e., those with coasnmication SAUs. These users pass the 
message onto their SAU's w'iere device port addresses are decoded. 

Call processing reouired for intercom communication is done in the 
SAUs. One device may call another by inserting its address into the DTE 
header. This can be dor.e from the instrument or by an attachment such as a 
push button. Permanently dedicated circuits may be made by programning 
destination address into the SAU. Party lines and conferencing may be 
accomplished by similar manipulation of device addresses in the SAU. Access 
can be made to classmarks and precedence assignments by either FI controller 
or by the user. The intercom capability can provide the user with many of the 
simpler call processing functions now provided by the switch. The 
requirements for capability will be developed in a later phase of the program. 
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Figure 5-57. Communication protocol - Intercom between 
two communication devices. 

5.4.3 Integration of packet switching properties of the H with other 
COM switching functions.  In Task I, SCC-4B was developed that, in part, 
assumed the integration of all switching functions of the circuit switch and 
tcichnical control facility with the packet switching functions of the FI.  In 
Task III, this concept was investigated further to determine more of the 
system requirements and to assess what degree of integration in curcuic switch 
and tech control functions was fesible. 

Two implementations were considered. These are in addition to the 
intercom concept described in 5.3.3, which is not a bonafide integration of 
functions because, even though it will offload the switch to some degree, it 
is not intended to replace any existing switching functions. One concept, 
referred to as Call Processing on the FI, assumed the transfer of all loop 
call processing functions of the circuit switch and its associated interchange 
with the techniccl control facility, to the FI.  The other concept, referred 
to as Circuit Translation, assumes that all call processing and switching 
functions normally residing in the circuit switch and technical control 
facility would remain there and an address translation function would be added 
to interface with the FI to provide a circuit bypass of the switch and 
technical control facility when their call processing end supervisory 
functions were complete* Both concepts considerably reduce traffic over the 
FI.  Both concepts have been developed in some detail and included in Appendix 
A. 
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5.4.3.1 Call processing on the FI, The concept of call processing on 
the FI was the one most nearly like that intended in the integration concept 
proposed in SCC-4B.  It was the basis for the traffic load projected for 
SCC-4B. The change in the concept from that time has been to exclude the 
trunking and transmission group functions from the integration process. 
Therefore, the reduction in traffic loading is due only to loop calls and not 
to trunk calls as SCC-4B assumed. The reason for this is basic to the concept, 

In reviewing the functions that now, or normally, reside in the circuit 
switch and technical control facility, it was determired that the functions 
associated with trunking, e.g., primary and alternation routing, interswitch 
supervisory signalling, area and zone controls, etc., wer« too complex and 
specialized to be made part of the FI and should be done by the switch and 
technical control facility no matter what concept was selected. Consequently, 
the call processing functions for loop-loop calls were the only ones 
considered for removal from the switch and inclusion on the FI. 

5.4.3.2 Circuit translation. The motivation for conceiving the circuit 
translation concept was to simplify the FI call processing function from 
Section 5.4.4.1. It would allow all the specialized functions performed by 
the switch and technical control facility to remain there unchanged and still 
provide a means by which the functions performed by the FI would not be 
duplicated by these units. These functions are: all curcuit switching, 
including trunk group switching and formulation in the switch; all 
transmission group switching and formulation in the technical control facility 
channel reassignment function; and all modem functions in both facilities. 
Since the circuit translation function affects trunk groups and transmission 
groups as well as loops, the traffic reduction predicted in SCC-4B can be 
fully realized. 

The circuit translation concept has the greatest impact on the 
configuration of related TAC communication equipment. The reduction in 
capability and complexity of the circuit switch and technical control facility 
has significant impact on these facilities. Since it is not considered to be 
in the best interest of the FI to produce a design having large impacts on 
other TAC equipment, it may be desirable to propose implementation of this 
concept in two phases. The first phase would not change either the switch or 
technical control facility, address translation could be done at the 
interface to both facilities using signals now existing in the equipment. The 
address translator could be appended to the PI. The address translation would 
reduce the traffic load by eliminating redundant paths from the device through 
the switch and technical control facility but would not reduce switching 
crosspoints, multiplexers, and modems in the facilities. The second phase 
would affect the complete integration of the functions with its corresponding 
reduction of circuit switch and technical control equipment. 

5.4.3.3 Comparative evaluation. A comparison was made of th-s two 
integration concepts and compared to the non-integrated system as it would be 
without either one. The moct apparent advantages and disadvantages of the 
concepts are summarised in Table 5-20. 
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TABLE 5-20.  INTEGRATED FI CONCEPTS 

fl/Call Process!ng'TCCF 

Concept 

1. Non integrated 
Call processor and TCCF functions 
areseparate fromFI    Non- 
interacting 

2. Call Processing onFh 
CP loop-loop functions and TCCF 
functions integrated on FI.  Trunk 
functions are separate. 

13.   Circuit Translation: 
|      CP and TCCF functions remain 

sepajatefromFI.   Interacting 
ss translation incorporated. 

Advantages 

1. Least FI complexity 

2. Switch and CNCE require no 
modification 

1. Efficiency of address functions and 
related operations (they are 
designed intoFI) 

2. Decreases complexity of switch by 
removing all loop-loop CP and TCCF 
functions. 

3. Medium BW reqts. (no multiple 
paths on FI for either loop-loop 
calls). 

1. Minimum BW reqts. (no multiple 
paths on FI for either loop-loop 
calls or trunk calls». 

2. Simplified FI <noCP or TCCF 
functions) 

3    Simplifies switch and CNCE Dy 
eliminating necessity for signal 
paths through them 

Disadvantages 

1. Maximum BW reqts  iboth loop-loop 
and trunk calls require separate paths 
fromdevice-SW-CNCE-radio, i.e.. 
requires multiple paths onFli. 

I    Adds complexity toFI.   (All loop-loop 
CP functions from switch and their 
associated TCCF functions are 'ncluded 
on iti 

2. Trunk calls require multiple paths 
onFI between SW. CNCE, Radio 

Complicatei SW and CNCE by adding 
adoress translator. 

Multiple paths are still required for 
supervisory signalling paths (but not 
for calls) 

j 
The non-integrated concept requires considerably more bandwidth than the 

others, but is otherwise the simplest to implement.  It makes maximum use of 
existing systems, but in no way takes advantage of the potential of the FI for 
using distributed switching and multiplexing. As a result, this system allows 
considerable redundancy of switching and transmission functions between the 
FI, circuit switch, and technical control facility. 

In FI call processing, the addition of the call processor to the FI 
greatly increases FI complexity. This addition does not seem to justify the 
gain in efficiency of the FI addressing functions and other operations 
(compared to circuit translation) or the decrease in bandwidth requirements 
due to a reduced number of times a call traverses the FI.  The latter is 
largely due to the fact that only loop-loop calls are effected in this concept. 

The circuit translation concept has the greatest use of distributed 
switching and multiplexing capabilities offered by the introduction of FI 
packet switching into the system.  It offers jdvantage in reduction of FI 
band-ndth and eliminates redundancy of switching, multiplexing, and 
transmission functions. 

5.4.3.4 Recommendations. The first implementation of the FI should 
incorporate only that call processing required to implement the intercom 
capability on the LI as described In Paragraph 5.4.2.3. This is, in effect, 
the recomended concept for near-term implement at ion and provides a minimum 
impact on existing TAG communication equipment and has the desirable effect of 
somewhat off-loading traffic from the circuit switch. 
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The next phase of FI implementation should be the incorporation of 
circuit translation into the switch and technical control facility to the 
extent that all interacting signals in these facilities can be brought to the 
FI and the address translation performed external to the circuit switch and 
technical control facility. This will provide considerable off-loading of 
traffic from these functions while leaving the capability in existing 
equipment for back-up during transition phases. 

The last phase is the full-scale incorporation of circuit (address) 
translation into the circuit switch and technical control facility and the 
elimination of all redundant matrix switching, multiplexing, and modem 
functions from these facilities. 

5.4.4 Wideband analog transmission.  In Task I, the need was 
identified to transmit wideband analog signals over the FI. These were radar 
signals at the CRC/CRP, ASRT, FACP, and TWAC, and TV video signals from 
surveillance aircraft to the AFCH, and for navigational alignment purposes at 
the ASRT.  Th? bandwidth of each of these signals is listed in Table 5-21. 

Wideband Analog signals will be transmitted over the FI in analog form 
over circuits separate from digital transmissions.  Separate fiber or fibers 
will be used for WB analog transmissions over the El. When a number of 
signals use the same link, euch as the radar signals from the TPS-43 to the 
CRC OPS central, an FDM composite will be formed and the signal transmitted 
over one fiber of the El.  In other cases, such as the single TV video link at 
the AFCH, the baseband signal will be transmitted over one fiber of the El. 

The WB analog signal, whether multiplexed (FDM) or transmitted singly, 
will be routed through the El transponder on a separate circuit from the 
digital El. The WB analog signal will not enter the polling scheme or sny 
other control the El uses for digital signals.  In other words, the WB analog 
signals are transmitted over the FI in a subnetwork independent from the 
digital FI system.  It may be necessary to route the same WB analog signal to 
more thau one destination, in which case isolation and V7B drivers will be 
required at the transponder. (This need for multiple destination of the same 
WB signal has not yet been identified in ctis study). Implementation of s-ne 
WB signals are shown in Section 7.0. 
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TABLE 5-21.  WIDEBAND ANALOG, RADAR AND TV SIGNALS 

CENTER LINK SIGNAL BWCMHz) 

,  

CRTS 

A^vr TPB-1/TACAN AZ & Control 3 4 
TPB-1/RADAR Digital-Pulse 15 15 
TPB-1/RADAR Video 10 1 
TPB-1/TV Video & Sync 

TOTAL 
6 

34 1 

FACP TFS-43/TSQ-61 Digital Control 
& Height 

27.8 15 

TPS-43/TSQ-61 Radar 
TOTAL 

28.0 
55.8 

8 

TWAC WX RADAR/TMQ-28 Digital 1 1 
WX RADAR/TMQ-28 Video 6 1 
WX RADAR/TMQ-28 Azimuth 

TOTAL 
1 
8 

1 

AFCH TV RCVR/OPS CNTRL Video 3.5 1 
CRC/CRP TPS-43/OPS CNTRL Pre-Trigger 1.2 1 

IFF/SXF Coapoaite 5.0 1 
MTI Gated Video 4.0 1 
Search Video 4.0 1 
Synthetic Videc 0.6 1 
ACP 0.6 1 
North Mark 0.6 1 
Height Bits (9) 10.8 9 

TOTAL 2t.ft 
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6.0 DEVELOPMENT OF THE INTERFACE STANDARD 

6.1 Objective. 

The objective of this analysis was to develop a standard set of 
interface characteristics to be adopted for the interface between the Flexible 
Intraconnect and all ADP and comnunicaticn device.* accessing the 
intraconnect. These characteristics were documented in a preliminary 
interface standard to provide guidance in the selection of I/O characteristics 
for future TAF C3 device developments. 

6.2 Constraints and assumptions. 

It was agreed between the customer and Martin Marietta that the standard 
should define a rigid interface. This implies that there should be no 
capability to modify the interface with either hardware or software.  Imposing 
a rigid standard on the diverse equipments to be connected to the FI will 
reduce the possibility of error. The standard must spell out in detail 
exactly what is required for a successful interface. Any additional software 
or hardware required to acconmodate au interface with a device not conforming 
to the standard should exist in an adapter module« If more th^n one standard 
is chosen, there should be a uniquely designed Local Intraconnect Unit (LIU) 
for each standard. 

The possibility of connecting a CCD memory system to the FI in the 
future was submitted by the customer. This proposed memory system could be 
similar to Che Burroughs Scientific Processor (BSP) file memory which can 
transmit at a sustainable rate of over 10 Mw/s. It was agreed between the 
customer and Martin Marietta that the initial design of the LIU need only 
accomaodate up to 5 Mw/s, with provisions for a later change to a maximum rate 
of 10 Mw/s being effected by only a modification to line drivers/receivers. 

6.3 Analysis approach. 

It was agreed between the customer and Martin Marietta that logical 
boundaries for development of the standard were to be modeled after the I/O 
structure from one of four candidates: The IBM 360/370, PDP-11, Into! 
8080/85, or a Martin Marietta designated CPU. After preliminary study, it was 
decided there was no need for a fourth candidate CPU since the three 
designated CPUs represent the most dominant and widely used CPUs In the large 
computer, minicomputer, and microprocessor industries. As such, these CPUs 
are Industry-vide supported with hardware, software, and peripherals. 

The Interface standard has evolved from an analysis of the requirements 
arid comparison of the features of the candidate I/O structures to those 
established In Section 2.3.3.1 (ADP Equipment Interface Analysis). 

6.4 Results. 

Ine Task II Plnal Report discussed the candidate I/O structures, the 
selection of the 8085, and several adapters to the Interface. The results are 
summarised herein to show how the Interface standard evolved. 
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6.4.1 Candidate I/O structures.  Because of its complex timing and 
handshake routine that is unlike most other CPUs, the IBM 360/370 I/O 
structure was discarded as a candidate.  The PDP-11 was strrngly considered 
because of its simple and straightforward UNIBUS configuration.  However, 
actual implementation of an interface based on any I/O structure would 
probably be accomplished with a microprocessor-based design because a ' its 
flexibility, smallness of size, and small power requirements.  Thus, ;l was 
decided to place emphasis on a standard that more readily acciirmodates small 
processor capabilities. 

6.4.2 Microprocessor Selection: A comprehensive investigation into 
the Intel family of microprocepsors led to the selection of the Intel 8085 as 
the basis for the FI interface standard.  The 8080/85 features jv»r.tifying this 
selection include: 

a. 8080/85 involvement in more microcomputer applications than all 
other microprocessors combined; 

b. 7 years of software development; and 

c. Availability of a high-level language (PL/M) designed for system and 
applications programming. Other software support includes: 

Resident assembler. 
Cross assembler and simulator for Fortran IV, 
Debug, diagnostic and edit programs. 

d. Hardware support i'.»eludes: 
Prototyping system, 
In-system emulates. 

e. Second sources include AMD, NEC, National Semiconductor, and T.I. 

f. RCA to develop 8085 C/MOS SOS version by April, 1979. 

The essential considerations* resulting in this choice can be summarized as: 

a. Foremost hardware and software support for the Intel 8080/85 
microprocessors; and 

b. The prominent position of the Intel 8080/85 in the microprocessor 
industry« 

6.4.3 OKA operation. The 10 Mw/s requirement guide; the operation of 
the interface tovarlt a direct memory access (DMA) type of transfer rather 
than one which i* C^U-controlled. A DMA operation at it applies to the LIU is 
shown in Figure 6-,'. 

* Since this study was done, Intel hat announced Che 8088, its newest 
■icroprocettor having twice the performance of the 8085 and operating with a 
16-bit interior ttructure. An interesting aspect it that the 8088 hat an 
P-bit external but ttructure identical to thar of the 8085, thut strengthening 
th* justification of thit selection. 
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LIU 

1     CPU 

_           Control 

Dd\a 

i 
■ —  

Address 

■■              - -  -»^ 

| 

iOMA 
Controller 

f ) i 

I/O Memory 

Figure 6*1. DMA operation. 

Since very Little processing capability if required in the way of 
control vhen moving blocks of data between the I/O memory and the external 
device, and also since the CPU is too slow to accoamodate transfer rates of 10 
Mw/s, a DMA controller will be used to control the block transfer. One of the 
functions of the DMA controller is Mintaining a pointer that indicates where 
*:he next word of data for transfer should go in I/O memory, or where it is 
located. This pointer will be incremeuted after each word transfer. The 
starting address, that is, the address of the first data word, is normally 
provided by the CPU. 

Another function of the DMA controller if maintaining a count of the 
vords transferred, and continually comparing this count with the desired block 
length. When the predefined cou^t is reached, the DMA operation ia halted and 
control of the buses returns to the CPU. The CPU normally provides the word 
count that defines block length. The CPU also sets the mode control, such as 
direction of data flow. 

Once the CPU has supplied the starting addresa, word ec^int, and mode 
control, it relinquishes bus control to the DHA controller. All data 
transfers are then carried mt  under control of the DMA controller. At the 
end of the block, control is returned to the CPU. 

Using the Intel 8065 family of components, the fastest DMA rrsnifer 
would b« 750k byces/a. A DMA controller using high-speed logic would thus 
have to be specially designed and built in order to meet the 10 Mw/s criteria. 
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Figure 6-2 shows the DMA configuration as applied to the LIU.  The only 
modification is the addition of the Input Data Request (IDR) and the Output 
Data Request (ODR) control lines.  IDR will interrupt the LIU when the DTE 
wishes to initiate a data transfer and will remain set during the entire block 
transfer.  At the end of the block, IDR will be cleared.  Thus, in addition to 
acting as an interrupt to the LIU, the IDR also provides a verification of the 
word count by cotamunieating the data block size to the DMA controller. 

Control 

LIU ! 

CPU 

^     Data 

Device 
Address 

i i 

-—            **~ 
i 

i 

f 
'      IDR i 

  1     ODR 

| 

DMA 
Controller 

i 

! 
i 

f                             ] i T 
I/O 
Mem cry 

1 

Figure 6-2.  DMA operation with LIU. 

ODR perform« «n identic«! function for the LlU-to-devic* tr*n»fer at the 
IDR does for the opposite direction. 

6.4.4  Interface resolution.  In Task II, Martin Marietta advocated an 
interface standard based on the Intel 8085 I/O Bus Structure. RADC has 
considered this proposed standard «« veil as others in generating the current 
interface standard. 

A software header has been added to  data being transferred between the 
LIU and DTE. This header contains inforsMtion on rhe syftea «ode, message 
type, FI virtu*I addresses, aessage length, aeesage ttuaher, date and time, and 
parity error detection. Although the header is genertt^d by the DTE, it is 
not transparent to the FI and can be modified by the LIU. 
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Another modification concerns the handchaking between the LIU and DTE. 
In addition to ODR and IDR, the control signals recommended by Martin Marietta 
were the READY, WR, and RD signals as defined by the Intel 8035,  These 
signals exhibit the master-slave relationship in the timing and handshaking 
routine as observed in the majority of the CPUs analyzed in Task II.  The 
current standard replaces these three control signals with the two signals 
(LRE/LRF and DRE/DRFV described in the Interface Standard.  This creates a 
symmetrical interface, rather than a master-slave configuration.  This type of 
interface allcws the direction of the control lines during the transfer of 
data in one direction (LIU-to-DTE or DTE-to-LIU) to be reversed during the 
transfer of date in the oLher direction (DTE-to-LIU or LIU-to-DTE). 

6.4.*)  Implementation of DMA at interface.  A possible implementation 
of t!:»e current interface standard is shown in Figure 6-J. This example shows 
static random access memories (RAM) being used as data buffers.  The 2114 RAM 
is a popular cornonent in !:he industry, being sourced by several semiconductor 
companies.  It is organized as 1024 words oy 4 bits, thus five would be 
required for each unit (LIU or SAU) to accommodate the present requirement of 
a 1024#X IE-bit buffer.  It can be seen that only a minimal amount of logic is 
required to adapt ehe 8083 bus signals to the interface standard and to 
operate in a DMA mode as shown. 

LIU SAU/OTE 

Data 

Write 
Enable 

ODR - - 

LREiLR^ 

JDR 
ODR 

ORE/ORF 

I 
LRE/LRF 

Write 
Enable 

-IRD 
IWR 

'ORE/DRF 

TO R';St 
of LIU 

To Rest 
of SAU/OTE 

Figure 6-3.    lap1eventation of DMA at interface. 
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The Internal Read (IRD) and Internal Write (IVR) are required to allow 
the LIU and DTE to access their respective uemoriea for their internal use. 
These signals as well as the interface control signals can be generated as 
shown in Figure 6-4. 

IB?» ittfrnvrnMicr a- at 

fifirt  6-A.  Iwpleaentatimi of control lines for interface DKA- 

Tilling diagrams for transfer of data in either direction are illustrated 
in Figures 6-5 and -6. 

6.4.6  Selected Adapter unit (SAO). To connecc with the Fl, the I/O 
structure of a DTE aust confor» to the re^uiresent» defined in i:he Interface 
Standard. All A0P «quiprent identified in the Teak II cannot currently 
acconnodate the interface as defined. Selected adapter units (SAO) will be 
needed tc  connect these e^uipaent to the FI. 
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Figure 6-5. LIU-DTE DMA timing. 
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Figure 6-6. DTE-LIU DMA timing, 
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By implementing the interface between the LIU and DTE with an Intel 
8C85-based SAU, an entire family of components is immediately available for 
use, including: 

Programmable connunication interface; 
Programmable peripheral interface; 
Programmable floppy-disk ccntroller; 
SDLC protocol controller; 
Programmable CRT controller; 
IEEE standard 488 controller; and 
ÜPI-41 family of microcomputers. 

Figure 6-7 shows an SAU based on the 8085. In addition to supplying the 
device header, the 8085 initially programs the peripheral component to run in 
the desired mode of operation.  Tie data would normally be transferred to and 
from the memory via the peripheral component from and to the DTE. The 8085, 
DMA controller, memory, and logic could remain standard for most adapters. 
There should only be a change of peripheral component and program memory to 
interface with aiany devices. Most of the SAUs could be grouped according to 
common functions. Fcr example, identical SAUs can be used for all 
MIL-STD-1397 Type B interfaces, for all PDP-11 peripherals, or for all 
RS-232-C interfaces. 

Urn 
Control le; 

7^ 

Address 

Memory 
m Control 

J 

CPU 
(8083) _— 

CPU 
Control 

Data 

Program 
Memory 

I OR 1 
OUR 

DRE/DRP 
logic LRF/LRE 

Clock 

MCS-85 
Peripheral 
Component 

To 
OTE 

To 
LIU 

Figure 6-7. Intel 8085 supported SAU. 

6:4.7  SAU examples. Examples of adapting tone of the I/O structures 
prevalent in the industry to the current interface standard are discussed 
below. 
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6.4.7.1 Serial communication.  The Programmable Communication Interface 
(Figure 6-8) is a version of the industry standard Universal 
Synchronous/Asynchronous Receiver/Transmitter (USART).  It is programmed by 
the 8085 to operate using virtually any serial data transmission technique 
presently in use.  The USART converts data from serial to parallel form to the 
data memory, and vice-versa to the DTE.  The serial mode depicted in this case 
is the RS-232-C standard.  The SAU is shown adding/extracting one data bit in 
order to convert the 8-bit parallel data from and to the 8251 to the 9-bit 
parallel data form required by the interface standard. 

DMA 
Controller 
7^ 

Data 
Memory 

Memoryj 
Control 

CJE 

CPU 
(8083) 

7TI 

Address! 

CPU 
. Control 

Program"! 
Memory  , 

♦ ♦ 

tu Data m 

Programmable 
Communication 
Interface 

^(82511 

IDR 

Logic 

ODR 
i  DRE/ORF 
' LRE/lRf 

Clock    ] 

TxD (Transmit Data) 

RxD (Receive Data) 

DSR (Data Set Ready) 

1 Seria1 

/ Data 

DTR (Data Terminal Ready) 

RTS (Request to Send) 

CTS (Clear to Send) 

„) Modem 
1 Control 

To 
LIU 

Figure 6-8.  Serial communication/FI interface. 

6.4,7.2 IBM 360/370 channel. The universal Peripheral Interface (UPI) 
shown in Figure 6-9 contains a microcomputer with program memory, data memory, 
8-bit CPU, I/O ports, timer/counter, and clock in a 40-pin package.  Interface 
register» are included to enable it to function as a peripheral controller for 
the 8080 or 8035. The function of the 8085 would be to supply necessary block 
headers to the LIU and to initiaUee the UPIs into the proper mode of 
operation. This would be accomplished first for one UPI, then the other, via 
the Mux/Demux. The UPI would then communicate directly with the data memory 
during the data transfer, with the 8085 becoming involved again only at the 
end of the block transfer (to conclude the operation). Although the IBM 370 
voltage levels are near that of TIL, voltage level shifters may be desired to 
guarantee the specified voltages.* Latches may be required to transform the 
control pulses from the IBM channel to binary levels for mapping of the 
control signals into data. Refer to Figures 6-10 and -11 for IBM 360/370 
timing.** 

*IBM Field Engineering Self-Study Coursei    Introduction to System/360 I/O 
Operations, 3rd Edition, IBM, Ponghkeepsie,"K.Y., 1968. 

**IBM Sy6tgm/360 and System/370 I/O Interface Channel, 4th Edition, IBM, 
Poughk&eptie, H.t., January, 197?7~ 
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Figure 6-9.    IBM 360/370 clumnel interface. 
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DATA TO IBM 370 
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►ADDRtSS OUT OR REQUEST IN 

HOLD OUT 

SELECT OUT 

OPERATIONAL IN 

ADDRESS IN 

COMMAND OUT 

STATUS IN 

SERVICE IN 

SERVICE OUT 

'BUS OUT 

BUS IN 

*UIIEN 37Ü-INITIATED. USE  "ADDRESS OUT" AND "BUS OUT'   AS SHOWN. 
HHIH LIU-INITIATED. USE  "REQUEST  IN" AND NO "BUS OUT". 

Figure 6-11. IBM channel timing  (cond). 

6.4.6  Conclusion. Much of the hardware for an adapter, such as the 
CPU, logic, DMA controller, and memory, can remain standard for most adapters, 
with the only changes being in the peripheral component employed.  Software 
(program residing in the program memory) say be coonon to identical functions, 
such as for RS-212-C devices, but will experience changes from one function to 
atiöther. Extra line driving/receiving capabilities and voltage level 
conversions will also be dependent on the application. Data word sites can be 
accoBmodated by merely adding or deleting the number of peripheral components 
per adapter. 

The two supplemental signals identified as ODR and TDK can eliminate 
operational problems associated with data block sian information, as well as 
serve to provide initialiaation of each data transfer across the interface. 

The initial requirements for the interface standard have guided this 

study to result in: 

a. A single cost-effective design in basing the interface 
implementation on a microprocessor bus; 

b. Consignment to an adapter module of all software and/or hardware 
modifications required for interface. This maintains rigidity of 
the LIU design; and 
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c.  The concept of a DMA transfer across the interface in order to meet 
the 10 Mw/s criteria. This also prescribes a specially designed DMA 
controller using high-speed logic. 

Adoption of the Intel 8085 microprocessor as the base for an LIU and SAU 
design assures the support (hardware and software) given to the most widely 
recognized and most extensively used microprocessor family in the industry. A 
readily apparent benefit is the modularity and flexibility inherent in an 
8085~based adapter to the interface. Families of adapters can be developed, 
with the only changes being made in software and/or 8085-8upported peripheral 
components. The growing universal understanding and acceptance of 
microprocessors supports their increased use in I/O structures for ADP devices. 
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7.0 FI IMPLEMENTATION OF TAF CENTERS 

7«1 Communication system interfaces. 

The FI can be implemented in all phases of TAF development repre- 
sented by the five system control concepts (SCCs).  The functions of in- 
terfacing elements of the FI vary with the development stage of the TAF 
equipment with which they will interface.  If the FI is to be implemented 
in existing TAF centers, these equipments will not have beer, designed 
with compatible interfaces, e.g., the FI standard interface, nor will 
there be physical space within the shelters to house FI equipment. These 
factors make necessary communication adapters and FI electronics mounted 
external to shelters. However, as new TAF equipment is developed and as 
FI equipmort is made available, communication adapters become unnecessary 
and many FI components will be mounted internally.  This section defines 
the natuce of the interface between the FI and TAF equipment for various 
phases of implementation. 

Connectivities between the FI and TAC functions are shown for three 
major centers: The TACC, CRC/CRP, and DASC; and for one minor applica- 
tion, the ASRT and collocated FACP. Configurations of the centers were 
based on the system and traffic analyses performed in Task I. All SCCs 
are represented, and those features of each SCC which are significant to 
the design of the FI are included. Many shelters and equipments inter- 
face with the FI in identical, or similar ways.  To avoid duplication, 
some centers, shelters, and equipments have not been included in the 
drawings. 

It is assumed that those shelters an*i equipments in SCC-2 cannot be 
modified to interface with the FI.  It may be possible to modify certain 
equipments in the SCC-3 or TRI-TAC time frame for the FI interface. All 
shelter and equipment in SCC-AA and SCC-4B will be designed for the FI 
interface. Therefore» the FI interface in SCC-2 is shown entirely exter- 
nal to each shelter, in SCC-4A and SCC-4B entirely within the shelters, 
and in SCC-3, the interface is either external or internal. Only in 
SCC-4A fvA  SCC-AB will it be possible to configure a complete intrashel- 
tev bus. 

The system control concepts from Task I «ere studied to determine 
which characteristics of each were most significant to the FI Interface. 
A top-level drawing of the TACC, CRC/CRP, and DASC were made for each SCC 
showing the connectivity with major components of the PI. The most im- 
portant shelters within each of the» centers are shown in the next detail 
level. All of the signals interfacing with the conrounication adapters 
have been described in Section 2.3 and Table 2.8, Communication Interface 
by Functional Types, and Table 2.8, Interface Characteristics. 

The quantities of each type of signal were derived from the traffic 
analysisf Section 2.4. A composite connectivity drawing of the TACC has 
been made for SCC-4A and 4B which shows both intrashelter and intershel- 
ter interface with the FI. 
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7.1.1 TACC/AFCH, SCC-2.  Shelt.-r; in the TACC/AFCH center, SCC-2, 
are shown in Figure 7-1 interconnected by the FI bus.  Thü interface with 
the FI is made through an interface modile (IM) which is attached to the 
external wall of each shelter. Each IM contains LIUs, an LICU and an 
EIÜ. All intershelter communication signals interface with the FI at the 
IM and are carried on the bus. 

Curr Pins 
TSQ-92 

AFCH IM 

W 

Transponder 

m 

EICU 

IMI 

ANfTSOöO 
HF Radio 

ANH'RC-g? 
UHP Radio 

T 

IM 
ANfTGC-27 
Teletype 
Center 
12) 

ML 
AN/TGC-?6 
Torn 
Tape Relay 

IM: Interface Module 
Containino LIU, 
LICU, ElUand 
Adapters 

IM 

ANfTSC-62 
Tech 

Figure 1 

Figur« 7-1. TACC/AFCH (SCC-2). 

5.1,1.1 CooBunication processor shelter. Digital circuits enter 
the COI1 PEOCESSOR shelter frca the coiaunication adapters aa FSK - modu- 
lated quaai-analog signals. Refer to Figure 7-2. Quaii-analog signal» 
use analog voice adapters. WMMOCS and AUTOOIH circuits enter the TACC 
via teletype over these circuita and XADIL-Ä, TADIL~B, DDL, the TIPI-DC/ 
SR link, and links from  the JTIDS ASIT enter the TACC via the CONK PRO- 
CESSOR. These comnication circuit» enter the TACC center via radio or 
cable acid are routed over the bus to the AH/TSC-62 technical control 
shelter tnd then over the FI to the com PROCESSOR shelter «here they ap- 
pear as l:he 33 digital circuits shown. 
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(40) 
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Fl 
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Module 
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Figure 7-2. TACC-COBBI processor coiaunications circuit« (SCC-2&31 • 

The CP in the COMM PROCESSOR shelter drives the CP in the Data Pro- 
cessing and Display shelter over two 17-bit parallel circuits. These 
circuit» «»r UmKil«%3 by AB? (CS) type adapters. 

7.1.1.2 Current operations shelter. The Current operations shel- 
ter uses 88 analog telephone circuits that access TAC over the PI bus as 
shown in Figure 7-3, The circuits require 9 analog voice (AV) adapters. 
The instruaents are TA-720 and TA-341 telephones with TA-741 stored ad- 
dress units or C-7766 6-W radio set controls. All circuits terminate at 
the AN/TTC-30 switch or AW/TSC-62 tech control. 

7.1.1.3 Current plans shelter. The Current plans shelter (Fig* 
7-4) uses 152 analog telephone circuits in the saae manner as described 
for the Current Ops shelter. 

7.1.1.4 Automatic switch, AN/TTC-30. The AN/TTC-30 automatic 
switch handles 422 analog circuits using 43 AV communication adapters 

(Fig. 7-5). 

^ 
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Figure 7-3.    TACC/AFCH current opt cowmicatlon circuit» (SCC-1 & 2) 
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Figure 7-4.    TACC/AFCH current plan« conaaunications circuit  (SCC - 1 & 2). 
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422 Analog Circuits^ 
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Figure 7-5. AN/TTC-30 «utoaatic twitch * TACC center coonunlcations 
circuit« (SCO - 1 & 2). 
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7.1.1.5 Technical control shelter, AN/TSC-62. The AN/TS062 tech- 
nical control shelter provides access to 370 analog telephone circuits 
via 37 AV comnunicatxon adapters, and 84 digital teletype and FAX cir- 
cuits via 9 AV adapters (Fig. 7-6). The latter 84 circuits are quasi- 
analog signals which use analog voice circuits* 

ANttSC-62 
Shelter 

(AV) Analog 
Voice 
Adapter 

TADIL-B, 
TADIl-A, 
Link 1 

/t\ Quasi-Analog 

33 Digital Clrcuits/1\/\ 

370 Analog Telephone    46 TTY Circuits^ 
Circuits 5 FAX Circuits A 

h      hn  h   loil 111      ho h      ill 

Fl Interface 
Module 

External 
Interconnect 
Bus (FO) 

Figure 7-6.    AN/TRC-97 tropo radio - TACC center COMRUIJcations 
circuit« (SCO 2). 

7.1.1.6 Tropo radio shelter, AN/T»C-9.. The AM/TRC-97 Tropo Radio 
interfaces 160 analog voice circuits and 11 quasi-analog digital circuits 
vith the *l  using 18 AV eooaunication adapters (Fig.7-7). 
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124) 
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(24) 

Comm 
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(AV)   17 

1m 

Comm 
Adapter 
(AV) 18 

1' 
.J 

—    LIU 
16 

Local Intraconnect Bus 

LICU 

(40) 

EIU 
L-, 

"I Interface 
Module 

External 
I ntraconnect 

i Bus (FO) 

figure ?-?.    AK/TRC-97 tropo radio - TACC center cowmiaicetion» 
circuit« (SCC 2.x. 

7,1.1.7 JTIDS Adeüteble Surface Interface Terminal (ASIT). The 
JTIDS ASIT Shelter interface« 15 qu«»i-«n«log digital circuits with for- 
aatted aeuaage entry (FME) nodeou and up to 10 analog voice circuits with 
unformatted nessage entry (UME) «odea» (Fig. 7-8). A nexiaua of 25 for- 
matted end unformatted messages can be accommodated by the SCC-2 version 
of the JTIDS ASIT. 

7-8 



JTIDS 
I     ASIT 
j     Shelter 

Analog     1 
Voice 
(UME Modems) 

1 

15 Digital Circuits (FM Modems' 
^ 

Ä 
10 1 1C 1   10 

T .J 

(AV) Analog 
Voice 
Adapter 

/l\ Maximum of 
23 Analog and 
Digital Circuits 

/2\ Quasi-Analog 
Digita! Circuits 
TADIL-A 
TADIL-B 
DDL 
LINK-1 

Comm 
Adapter 
(AV)   1 

Comm 
Adapter 
(AV)   2 

Comm 
Adapter 
(AV)   3 

Comm 
Adapter 
(AV)   4| 

|(24) |(24) 1(24) 1(24) 

LIU 
I          1 

LIU 
2 

LIU 
3 

LIU 
4 

! 
Local Intraconnect Bi *l (40) 

LICl 

D40) 

EIU Fl Interface 
Module 

External 
Intraconnect 
Bus (FO) 

Figure 7-8. JTIDS ASIT - TACC center cocmunicatlons circuits (SCC-2). 

7.1.2 TACC/AFCH SCC-3. The sheltere in the TACC/AFCH center, 
SCC-3, are shown in Figure 7-9 interconnected by the FI bu». SCC-3 in- 
troduces TRI-TAC equipment to TAG. TRI-TAC equipment is characterised by 
digital telephones (DSVTs and DNVTs) and digital multiplexing and trans- 
mission equipment using the family of digital group multiplexers and mo- 
dels. In those instances when the design of a particular shelter type 
can accoomouate the adapter, LIU, LICU, ^nd IUE internal to the shelter 
wall, they will be mounted iaternally. Otherwise these units will be 
mounted externally as they are in SCC-2 configurations. 
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^ ElUs are Ixated internal to the shelter walls. 

Figure 7-9. TACC/AFCH {SCC-3). 

When mounted internally, it will be possible in many cases to in- 
terconnect the adapters directly to the digital loop equipment and eli- 
minate the necessity for group multiplexers and modems. DGM multiplexers 
and modems will still be required for forming-and transmitting intercen- 
ter groups. This feature is illustrated in Figure 7-10. 
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Figure 7-10. Replacement of multiplexing and transmission functions 
by FI equipment. 
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7.1.2.1 Operations central SCC-3.  Current Operations and Current Plans 
in separate shelters in SCC-2 have been combined in SCC-3 for convenience. 
They may, in fact, be deployed in separate shelters in in SCC-3 as well. 
DSVT/DNVT telephones replace 75 analog telephones (Fig. 7-11.  DSVT/DNVTs use 
LSSD communication adapters. Also included in Figure 7.1-11 are the 17-bit 
parallel data circuits used to drive the dipslay consoles from the data pro- 
cessing and display function.  These use ADP adapters.  50 analog telephones, 
using AV adapters, are retained in SCC-3. 

50 Analog Telephones 
3 PTT i Circuits  

^ r 
75 DSVTfDNVT Teleohones 
       A. 

17-Bit Parallel Ckts (DP&D7| 
 s( 

td!. 
Comm 
Adapter 
(LSSD)   16 

LIU 
16 

Current PlansfCurrent Ops Shelter^ 
(May Be Deployed in Two Shelters) 

External Intraconnect Bus (FO) 

/T\ Shelters which cannot be 
modified internally will 
have an interface module 
(IM) installed outside 
containing LIU, LICU, 
EIUf and adapters. 

j 
Figure 7-11. TACC/AFCH - operations central (curr ops-curr pins) 

communications circuits (SCC-3). 

7.1.2.2 Communication processor shelter, SCC-3. The communication pro- 
cessing shelter remains the same in SCC-2, Figure 7-2, except for a reduction 
in digital circuits (quasi-analog) from 33 to 17, due to the increased depen- 
dence on 32 kb digital communication from TRI-TAC equipment. 

7.1.2.3 Tropo radio, SCC-3. The tropo radio interfaces 255 analog cir- 
cuits, 22 teletype, and 21 data circuits through 30 AV adapters, and 17 digi- 
tal trunk groups through HSSD adapters (Fig. 7-12). 

mv 7-12 



255 Analog Telephone Ckts 
22TrY ) 
21 Data I ^^^ 

JL 

17 Trunk Groups 
3(9), 12(18); 2(27) 

External Intraconnect Bus (FO) 

Local Intraconnect Bus 

ication Figuv.a 7-12. TACC/AFCH - AN/TRC 170 tropo co 
circuits (SCC-3). 

7.1.2.4 Technical Control Shelter, CNCE, SCC-3. The CNCS interfaces 
314 analog telephone circuits» 52 teletype end 69 data circuits through 3 LSSD 
adapters, and 39 digital trunk groups through 4 HSSD adapters (Fig. 7-13). 
When the FX can be installed, as shovn in Figure 7-13, within the shelter, the 
need for data multiplexer» and data ordervire diphase modems is eliminated in 
the same way that trunk goup mulitplexers (TOO and group models are elimin- 
ated in the TACC in Figure 8-10. Also, any combining of the 39 trunk groups 
which may have been required for intracenter transmission would not now be 
necessary. Some number of TGMs would, therefore, not be needed when the FI is 
implemented. In addition, there is no need for any group modems in the FI im- 
plementation. 
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Figure 7-13. 

External Intraconnect Bus 
(FO) 

TACC/AFCH - AN/TSQ-lll tech control (DO) 
communications circuits. 

7.1,2.5 AN/TTC-39 Automatic switch, SCC-3. The AN/TTC-39 automa- 
tic switch interfaces 163 analog circuits through 17 AV adapters, 101 
digital telephone loops through 11 LSSD adapters, «nd 11 digital groups 
through 2 HSSO adapters (Fig. 7-1A). DGM Loop Group Mulitplexers, Trunk 
Group Multiplexers loop modems, and group modems are eliminated by the FI 
for the same reasons as were stated in earlier paiagraphs and Figure 7-10. 
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External I ntraconnect Bus (FO) 

TACC/AFCH - AN/TCC-39 »witch conniiinications 
circuits (SCC-3). 

7.1.3 TACC, SC04A. In th« SCC-4A configuration of TACC, the ma- 
jor impact is the addition of more processors ant* processor-to-processor 
data links. The ADP changes are discussed in Task I Final Report and in 
ADP sections of this analysis. Additional data links are necessary from 
the FRRP and drone control facility to acconmodate these, and an E-3A A/C 
TV link is added to TACC (Fig. 7-15). This implementation is stiown in 
the satellite ground terminal (SCT) and revised JTIDS ASIT. 
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Figure 7-15. TACC (SCC-4A). 

FI components «re mounted internal to the shelters in SCC-4A and 
interfacing units are asssumed to be designed for optimum interface with 
the FI. Conaaunication adapters are still necessary in this configuration 
because the conversion from the comounicat ions device to the standard in- 
terface, required by the LIU, is more practically done in adapters rather 
than in the communication devices themselves. Ihis is not true for ADP 
devices where the standard interface is more practically included in the 
ADP devices and ADP adapters are not necessary. 

7.1.3.1 Satellite Ground Terminal, SGT, SCC-4A. The SGT inter- 
faces 2 trunk groups in one HSSD adapter, 2 32 kb/s circuits in one LSSD 
adapter, and a 3.5 MHz TV video circuit through an AS adapter (Fig. 
7.16). The E-3A TV receiver is assumed for this purpose to be located in 
or near the SGT, however, its location has not been verified. 
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Figure 7-16. TACC/AFCH - satellite ground terminal 
conounicationt circuit. 

7,1.3.2 JTXOS ASIT, SCC-4A. The JTIDS ASIT interface! 17 G/A/G 
voice circuits at 32 kb/t, each through 2 LSSD adapters, and 2 quasi-ana* 
log data circuits through one AV adapter (Fig. 7-17). 
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Figure 7- 17.  TACC/AFCH - JTIDS AS1T (SCC-AA^ 

7.1.4 TACC, SCC-4B.  SCC-4B introduces the concepts of netted ra- 
dios to the TACC (Fig. 7-18). The G/G radio links that vere previously 
provided by TROPO and LOS radios will be dispersed in a network of medi- 
ua-range radios. The network will provide alternate and redundant RF 
paths to offset the ARM threat and to provide self-healing characteris- 
tics. Transmissions on the network are controlled by a network control- 
ler. It is assumed that one 16-kb/s data link fron the controller to 
each radio is sufficient for the requirement and that the network con- 
troller will be located in a separate shelter at radio park at the top of 
the hill. 
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Figur« 7-18. TACC (SCC -4B). 

7.K4.1 Radio network controller ihelter, SCC-4B. The radio net- 
work Controller shelter will requir* e meximim of 10 16 kb/t radio con- 
trol cireuitt using one LSSD cooBunication adapter, 2 orderwire, 2 PAX; 
and 4 data circuits using one LSSD conaunciatlon adapter; and 7 trunk 
groups using 1 HSSD coamnicstion sdapter (Fig. 7-19). 

r 
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Figure 7-19. TACC/AFCH * radio network controller 
coiMunicatioae circuits (SCC-4B). 

7.1.5 CRC/CRP, SCC-2.  Interfaces with the FI st the CRC/CtP cen- 
ter for SCC-2 configurstions are shown in Figure 7-20. The FI interface 
will be isplesented with an interface »odule (IM) attached to the outside 
of each shelter. The IM contains adaptersf LIUs, LlCUt and EIUs. This 
impleaientstion aethoö was described for the TACC in Paragraph 3.5.1. 
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Figure 7-20. CRC/CRP (SCC-2). 

7.1.5.1 Operations centrtl shelter, AN/TSQ-91.  Interfaces between 
the operations central shelter and the FI are shown in Figure 7-21. 
There are 9 radar height signals and 8 radar video signals which inteface 
with the TPS-43 radar. The radar signals are transmitted fro« the TPS-43 
i-sclsr shelter to the operations central over a spare strand of the fiber 
optics cable. The radar signals do not use the tine division sultiplex 
functions of the FI. The 17 radar signals are frequency division multi- 
plexed and transmitted over the bus by FDM modems. When the AEM-DFH 
units are collocated with the operations central» the FDM modem may be 
located st either shelter, but when located separately, the FDM modem 
would be at the AEM-DPM shelter because of it? proximity to the isdar 
signal processor. 

The FDM modem circuits will interface with the spare FO strand at 
the CIU. 

There are 90 analog telephone circuits interfacing with the FI over 
9 AV communication adapters and 15 control Ivnes to the TSC-f^ that in- 
terface over two CS communication adapters. 
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Figure 7-21.    CRC/CRP - operation« central connunications 
circuit» (SCC-1 & 2). 

7.1.5.2 AN/TPS-AaRadar, SCC-1, -2,-3. The 8 redar video and 9 
radar height aignals fro« the TPS-43 radar «heiter are tranemitted at an 
FDM «ultiple» over one et rand of the FO cable to the operations central 
cell and the AEK^DPH. Refer to Figure 7-22. 

7-22 



8 Radar Video Signals 
9 Radar Height Signals 

TPS-43 Radar 
Shelter 

Fl Interface 
Module 

FDMCircuits Interface 
With Spare F. 0. Strand 
atEIU. 

External IntraconnectBus 

(FO) 

Figure 7-22. CRC/CRP, TPS 43 radar communicationp 
circuits (SCC-i, 2, & 3). 

7.1.5.3 CRC/CRP, SCC-3. Th« CRC/CRP is configured identically in 
SCC-3 with minor traffic changes.  In SCC-3, it is anticipated that some 
shelters can be modified to include FI components internal to the shel- 
ters.  In those shelters where this is not possible, the IM will be moun- 
ted outside the shelter wall (Fig. 7-23). 
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/h, FDM Signal from TPS-43 
Radar Is Carried on Spare 
F.O. Strand and Inter- 
connected at Transponder 
on Dedicated Feed Thru. 

/K Altornate Hook-Up for 
Single Cell Deployment 

Note: Shelters whicti cannot be modified internally 
will have an interface module (IM) installed 
outside containing LIU, LICU, adapter^ and 
EIU. 

Figure ,-23. CRC (SCC-3). 

7,1.5.4 CRC/CRP, SCC-4A.  The CRC/CRP interfaces with the FI as 
shown in Figure 7-24. The main conmunication differences between SCC~4A 
and earlier SCCs, other than traffic loada, are that the TPS-43 radar has 
a digital interface with the OPS central or AEM-DPM shelters, ü~A  radar 
decoys are present. There are other differences in the ADP concepts ex- 
plained in the ADP section. 
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Figure 7-24. CRC/CRP (SCC-4A). 

7.1.5.3 Operations central, intrashelter bus for 3 colocated 
cells, SCC-4A. Figure 7-25 shows the Intrashelter Bus interface with the 
fl  for both coonunication and AOP device,..within the 3 Cell Operations 
Central. This configuration waa choaen in- Task 1 for the illustration of 
the maximum intrashelter bus traffic load expected for all SCCs. Only 
the communication interfaces are described here. 

•■ 

I*- 
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Figure 7-25. CRC/CRP operations central intrashelter bus 

- 3 collocated cells (SCC-4A). 

The Radar interface is a simple 16-kb/8 link between the radar 
shelter which has been modified for digital circuits, i.e.^ DCR, and the 
SSRP. There are 6 trunk groups interfacing through HSSD adapters, 12 di- 
gits! telephones which interface through LSSD adaptersv and one AV com- 
munication adapter allotted to quasi-analog digital circuits« 

7.1.5.6 CRC/CRP, SCC-4B. The system diagram for the CRC/CRP is 
shown in Figure 7-26 for SCC-4B. The netted «radar and netted radio con- 
cepts are shown with interfaces to the Fl being made at the radar and 
radio controller functions. 
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Figure 7-26. CRC/CRP, system diagram shoving FI external bus 
(SCC-4B). 

7.1.5.7 TACC, SCC-4B. A composite connectivity drawing of the 
TACC is shown in Figure 7-27. This drawing shows the intrashelter bus 
connected to th» intershelter bis. 
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Opcntions Centnl and AFCM 

^ KA IV V.d» 
USJS Spirt Flbtr 

Figure 7-27. TACC center - FI (SCC-4A & B). 

7,1.5.8 DASC, SCC-2, SCC-S, SCC-AB. System connectivity drawings 
for the DASC in SCC-2, SCC-3, SCC-4B are shown in Figures 7-26, -29, and 
-30. 

7-28 



ANfTRC-97A 
Tropo 
(2) 

IM 

MRC-107, 108 
HF, VHF, UHF 
Radio (61 

IM 

Transponder 

IM: Interface Module- 
Contains UU, LICU, 
EIU, and Adapters 

ECIU 

AN/TSQ-93 
Ops Central 

U 

Figure 7-28.    DASC (SCC-1). 
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and EMj. 

Figur« 7-29,    DASC (SCC-3). 
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Figure 7-30.  DASC (SCC-AB). 

7.1.6 FI implementation in low-traffic centers.  Some TAG centers 
do not have the heavy traffic loads carried by the TACC/AFCH, CRC/CRP, 
and DASC; and consequently do not approach full capability of  the FI. 
The TWAC, ALCC, TUOC, ALCE, FACP, and ASRT occupy less than 3 Mb/s each 
on the FI. Ref*sr to The Intershelter Traffic Summary Table 2-11.  In 
these minor ^enters it is not necessary to implement the full capability 
of the FI. The El is not used and each center is served by one LI. One 
shelter contains the LICU and all the LIUs. Outlying shelters are exten- 
ded from the LI by Shelter Intraconncct Unit»» (SIUs). 

The FACP and ASRT are described in a typical implementation of the 
FI in minor RAF centers. When the FACP and ASRT are collocated, as the.y 
generally are, the ASRT uses the coanunication facilities of the FACP. 
The two facilities are intercounected by a data link (Figs. 7-31 and 7-32) 

There are 13 digital telephones, one teletype, a data adapter, and 
one-ur.it level switchboard interconnected directly by the LI in the ops 
central of the ASRT. This could be a tent serving also as a tech con- 
trol. Three telephones in the AN/TPB-1 Radar Bomb Diverting Set are in- 
terconnected to the LI by SIUs. The SIUs use fiber optics for intershel- 
ter transmission. The TACAN Radar, I-Band Radar, and TV video are fre- 
quency division multiplexed and transmitted by a fiber optics cable to 
the AN/TPB-1 Radar Bomb Directing Set. The ASRT LI should require ap- 
proximately 800 kb/s for all traffic. 

The FACP LI is Ucated in the AII/TSC-53 tech control and comwjnica- 
tion set with 13 outlying telephone* in the ri«Ur shelter «n4 AH/TSQ-61 
ops central. One 16-channel digital link connects the FACP to other cen- 
ters vim  the AN/TRC-i70 tropo radio. The AII/TPS-43 redex signals are 
transmitted to the AN/TSQ-61 operations central as an FDM multiples over 
a fiber optics cable. The FACP LI also carries approximately 800 kb/s 
traffic. 
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Figur« 7-31. ASRT, SCC-3 colloc»t«d with FACP. 
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Fljur« 7-32. FACP# SCC3 collocated with ASRT. 
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In implementing these centers with SIUs, some consolidation of 
functions may become apparent and be developed as part of the SIU.  For 
instance, it may be feasible to include the functions of High-Speed Ser- 
ial Data adapters (HSSDs) and Low-Speed Serial Data adapters (LSSDs) into 
the SIUs and interface directly with LIUs. 

The LICUs in the ASRT and FACP operate autonomously, 
figurations shown, the El is not necessary. 

In the con- 
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7«2 FI implementation of ADP functions in a CRC. 

7.2.1 Introduction. The 485L comfiguration of TACC automation equip- 
ment for SCC-2 is shown in Figure 7-33. The TACC provides centralized control 
of all Air Forces available to the Air Force Component Commander. Two func- 
tional divisions are identified: Current Plans and Current Operations.  Cur- 
rent Plans prepare orders for daily air operations, while Current Operations 
supervise execution of these air operations. The functions and operations of 
the TACC are more fully described in MITRE document MTR-3299, Vol. 1. 

Communications 
Processor 

Data 
Processor 

Figure 7-33. AN/TSQ-92(V) TACC with automated equipment ahelters. 

This configuration can be implemented with the FI and representative ADP 
equipment as described herein and shown in Figure 7-34. Sach shelter would 
occupy a separate arm from the FI transponder with the EICÜ and FI Manager re- 
siding in one of the shelters. This illustration is not a proposed replace- 
ment to the präsent system, but serves as an aid in explaining the operation 
of the FI and demonstrates the feasibility of its implementation within a 
XACC« The represented equipment can be found in the litt of ADP equipment 
contained in the Task II Final Report. 
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Figure 7-34.  Implementfftion of 485L TACC (SCC-2). 

7.2.2 Data processor. 

7.2.2.1 ANTSQ-92 (V)data processing equipment.  Figure 7-35 shows the 
SCC-2 equipment.  Dual AN/UYK-7 processors are used with one in a backup mode 
for the other, the capability also exists for the two CPUs to operate in a 
load-sharing mode. The CPU core memory has a storage capacity of 96k 32-bit 
words. The Input/Output Controllers (IOC) art programmable units for control 
of data transfers between core memory and the Input/Output Adapters (IOA). An 
IOA can multiplex 16 I/O channels to the data lines from an IOC. 

The function of an Error Detection Unit (EDU) is to generate a parity 
bit for data from the IOA and check parity on data to the IOA. The Peripheral 
Controller Unit (PCU) is a microprogrammable processor providing the data 
transfer interface between the processors and mass storage. The Line Driver 
Unit (LbU) provides the computer with the capability of interfacing to equip- 
ment 1000ft away. 

Primary nass storage consists of Singer Librascope disks and provides 
storage capacity of 56K/b. The secondary mass storage consists of Univac 1840 
magnetic tape transports. 
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Figure 7-35. AN/TSQ~92(V) d*ta procetting equipment (SCC-2). 

7.2.2.2 Fl impleaenttd data procetting equipment. The FI implemettted 
data processor (Figure 7-36) could contain a dual-procettor configuration 
built around DEC's PDP-10, rather than the AH/infK-7. Uting atrategically- 
placed but twitching hardware, ont procettor can take over the other*t role, 
including control of peripheral devices. If required, the CPUt can alto thare 
the data procetting load. Both procettor* could alto be independently con- 
nected to the Fl through individual LIUt. This would allow redundant connec- 
tions to the FX at well at the capability to operate in load tharing, backup, 
ov stand-alone modet. 

Data trantfar control and error checking ia contained within the LIU and 
SAU rather than an IOC and EOU, while Che FI concept ittelf eliminatet the 
need for an IOA. Trantmittion between shelters occurs over fiber optic 
cablet, which do not require LDUt. 
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Figure 7-36.  FI implemented data proces ung equipment. 

The neeeasaty interface of the PDP-10 to the LIU can be provided by a 
«icroproceaaor-controlled module (Fig. 7-37). The programmable peripheral in- 
terfaces (PPI) are aoftvare initialised by the CPU in sequence via the 
Mux/Demux. Each PPI in  programed to pass data in a bidirectional mode. The 
36-bit data to and from the PDP-10 is transferred from and to the data memory 
in 18-bit «fords. Latches arc required to transform control pulaes from the 
PDP-10 to binary levels for mapping of these signals into data if necessary. 
Voltage level conversion is alao required between the TTL levels of the PPIs 
and the -3V levels of the POP-10. Timing for the trarafer of data to/from the 
PDP-10 is shown in Figure 7-38. 

-M 
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Figur« 7-37. PDP-10 interface. 
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Figure 7-38. PDP-10 I/O but timing. 
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Errors can be recorded by DEC's TOPS-10 Monitor operating system. 
Transmission errors are detected using block-oriented techniques including 
longitudinal data checks. TOPS-10 also provides diagnostics to facilitate 
on-line maintenance of a peripheral device concurrent with user-mode operation. 

DEC's RHS04 disk drive could be a replacement for the currently desig- 
nated Singer Librascope L107MA, providing a subsystem storage capacity of 
9.2M/b per disk compared to 6.3M/b for the Librascope. However, for the pur- 
pose of illustrating a different adapter (the RHS04 would require an adapter 
similar to that used by the PDP-10) and the flexibility of -he FI concept, the 
primary mass storage will consist of the existing equipment, i.e., 9 Libra- 
scope L107MA disk units.  The required interface between the disk controller 
and the LIU is provided by an adapter (Fig. 7-39). The interface to the disc 
controller conforms to MIL-STD-1397, Type B. The hardware is very similar to 
that in the PDP-10 adapter. The 8085 CPU performs the same functions of ini- 
tialization and message header management. Voltage level conversion is needed 
to match TTL levels to the -3V levels of the disk controller. The real dif- 
ference between this adapter and the previously describeJ PDP-10 adapter lies 
in the software which sets up the mode of data transfer in the PPIs. For 
timing and handshaking considerations, see Figure 7-40. 

DMA 
Controller 

CPU 
(8085) 

Program 
Memory 

nnijTiLjT 

Figure 7-39. Disc controller interface. 
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Figure 7-40. Disc controller timing. 

Interface to the secondary mass storage equipment consisting of four 
Univac 1840 Magnetic Tape Transports can be accomplished via a similar adapter 
with any required adjustments being made in the software of the LIU. The data 
path would decrease to 16 bits plus parity in both directions. 

The line printer and teletype can interface directly to the status panel 
or via the FI. Both peripherals can connect to the FI through a serial com- 
munications SAU as described in Section 6.4.7. The status panel can interface 
through a SAU similar to that used for the mag tape transports. 

7.2.3 Current plans and operations. 

7.2.3.1 ANTSQ-92(V) current plans and operations. The SCC-2 equipments 
are shown in Figures 7-41 and -42. A General Dynamics display controller pro- 
vides the interface between the display stations and the processor. The func- 
tions of this display controller are to; 
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a. Multiplex data between the data processor and display stations; 

b. Check parity on data to and generate parity on data from a display 
station; 

c. Generate status words to the computer on the operational condition 
of the display stations; and 

d«  Act as a backup to the other display controller. 

To Data Processing Equipment— i ni i LUU 

To Current Ops Display Controller- controller 

■ 

r 

TDU GDU     | TDU GDU TDU 
MDFU MDEU    I MDEU MDEU MDEU 

• 

Printer Printer Printer 

Figure 7-41. Current plans (SCC-2). 

A tabular display station consists of a tabular display unit (TDU), a 
manual data entry unit (MDEU), and a hard-copy line printer. A graphic dis- 
play station is similar but contains a graphic display utit (GDU) in lieu of a 
TDU. 
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To Data Processing^ 
Equipment 

To Current Plans 
Display Controller 

Figure 7-A2.  Current operations (SCC-2). 

The group display for Current Operations consists of a control console, 
a large-scveen situation display, and a large-screen status display. 

7,2.3.2 FI implemented current plans and operations.  Current Plans and 
Operations shelters could be implemented on the PI as shown in Figures 7-43 
and -44. The same  display controller in both shelter» can Interface to the FI 
through an LIU and adapter with the display stations connected to the FI via 
the display controller. An alternate method Is to connect each display unit 
and keyboard directly to the FI through separate adapteis and LIUs as Illus- 
trated. This approach can apply to the large-screen controller as veil. This 
offers more flexibility In adding or deleting a variety of display units to 
the shelters. The display controllers are Included in the implementation in 
order to minimize the impact on software if they Veie eliminated altogether. 
The possibility of removing the controllers does exist by checking and generat- 
ing parity in the LIUS, generating status words in the adapters, and replacing 
the multiplexing function by proper display applications software (CFU-to-termi- 
nal drivers). However, it may prove to be much more cost-effective to let the 
controllers continue to provide these functions. 
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Figure 7-44. FX implemented current operations. 

7-42 



The line printers can interface via the MDEUs or directly to the FI by 
way of a serial comn adapter as described in Section 6.4.7. 

7.2.4 Communications processor. 

7.2.4.1 ANTSQ-92(V) comnunications processor (SCC-2). The SCC-2 con- 
figuration of the communications processor in Figure 7-45 shows redundant CPUs 
consisting of two CDC Microprogrammable Processors (MPP) designed to emulate 
CDC-1700s. Upon failure of one processor, the other can handle the full com- 
munications processing load. This configuration also provides for bypassing 
these processors by changing the cables so the data processor can acquire con- 
trol. 
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Figur« 7-45. Comonunications processor equipment. 

The Peripheral Controller Unit (PCÜ) is a version of the CDC MPP end 
controls the transfer of data between the computers and storage. The PCUs can 
be programmed to match I/O characteristics of the different equipment types. 
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7.2.4.2 FI implemented communications processor. The implemertation of 
the communications processor on the FI could be as shown in Figure 7-46. The 
CDC MPPs can be replaced by two PDF ll/70s communicating through a DA11-B In- 
terprocessor Link (a standard Digital Equipment Corporation product) that pas- 
ses control information and interrupt requests between the two computer inter- 
faces. This provides a means by which one processor can take over the full 
communications processing load upon detection of a failure in the other pro- 
cessor. The PDP 11/70 processors could also connect to the FI through indi- 
vidual adapters and LIUs to provide redundant paths as well as redundant pro- 
cessors, and capability to operate in a load-sharing mode. The PDP 11/70 also 
givts more processing power for future growth possibilities. 
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Printer 
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Figure 7-46. FI implemented conmanications processing. 

The required interf^ce of the PDP-11 UNIBUS to the FI can be accomplish- 
ed by means of the adapter shown in Figure 7-47. Tne hardware for PDP-11 
UNIBUS interfacing is similar to that of the PDP-10, with the addition of a 
General Device Interface (DR11-C) offered by DEC. 
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Figure 7-47. PDP-U interface. 

The DRll-C provides the logic and buffer register necessary for program-* 
controlled parallel transfers of 16-bit data between the PDP-11 UNIBUS and an 
external device. It is just one of several UMIPUS interfaces offered by DEC. 
As with the PDP-10 adapter» the PPls are functionally configured with software 
fron the 8085. Data is transferred between data memory and the PPIs with the 
device header provided and/or interpreted by the 8085. The 18-bit format for 
the interface between the LIU and SAU is comprised of the 16-bit data to and 
from the DRU-C and 2 bits added by the SAU. Refer to Figure 7-48 for PDP-U 
UNIBUS timing. 

The FI configuration eliminates the need for Line Driver Units (LDU) in 
the communications processor. PCUs would no longer be needed since their 
functions would be handled in the adapters« Processors from other shelters 
can directly access mass storage and the peripherals without any change of ca- 
bles on the FI. This can be accomplished through the protocols developed for 
the FI. 

Communications line controller functions can be accooeodated within 
adapters that are directly connected to modems or Special Interface Units 
(SIU). 

The disk drives, mag tape transports, and other peripherals are similar 
to thosj in the Data Prccessor and can interface to the FI in the same manner 
as described before. 
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Figure 7-48. PDP-11 UNIBÜS timing. 

7.3 AU/GYQ-21 (V) systtn. 

7.3.1 Background* The subject of apply'ng the FI to military connuni- 
cations should not be left without mention of the A»/GYQ-21 (V) tyotem deve- 
loped by Bunker-Ramo. The AN/GYQ-21 (V) it a mini-computer bated data manage- 
ment tyttem developed to provide on-line interactive analytit capabilitiet to 
support command« control, coomunicationt, and intelligence functions. The 
system comes in various configurations tailored to user's needs and uses DEC 
PDP-11/series mini-computers and associated peripherals, and combinations of 
systems modules developed by Bunker Ramo to meet military requirements. 
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In 1976, the AN/GYQ-21 (V) w&s designated as the standard for the DOD 
Intelligence Community and in 1977, it was designated the WWMCCS Standard Com- 
munications Network and Front-End Processor. 

7.3.2  Multiprocessor configuration. A typical AN/GYQ-21 (V) multi^ 
processor configuiation is partially depicted in Figure 7-49. 
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Figure 7-49.    Part of AH/CYQ-2HV)  tysteit. 
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Two methods of processor connectivity illustrated in this example are: 
(1) shared memory and (2) direct memory access (DMA). Through the Bunker Ramo 
developed disk controller and buffer, each CPU is able to access a common data 
base (shared memory). A DMA parallel data transfer channel between the two 
CPUs is formed by the DA11-B Interprocesscr Link. This link passes data 
lines, control information, and interrupt requests between the two proces- 
sor?. Data can be transferred from one CPU's memory to the other in blocks of 
up to 32k words. 

7.3.3 FI Implemented AN/GYQ-21 (V).  The AN/GYQ-21 (V) system as des- 
cribed can be implemented on the FI (Fig. 7-50).  In this configuration, a bus 
link between the two processors can be provided as in the original system. 
This would allow either CPU to transfer data from its private memory to the 
other. 

GELD 

Figure 7-50. FI implemented A*/CY^21(V). 

Each CPU car access the other at well at its corresponding peripherals 
via the FI link at shown, this method does not depend on processor-unique 
hardware such as the hut link for the UKIBUS. Access to a coamon data bate in 
ditk alto doet not depend on special ditk controllers or buffers such as the 
BR 1537 or BR 1539. 
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Sevei^l possible modes of operation exist in this configuration: 

7.3.3.1 Stand-alone. Each processor can operate in a stand-alone mode 
under its own operating system running independently with its own peripherals 
and database. 

7.3.3.2 Back-up. One CPU can carry the entire processor load, operating 
with its own set of peripherals, while the other CPU runs in a stand-by mode 
either with its database continually updated by the other CPU or having access 
to a common database.  If the main processor fails, the stand-by CPU, operat- 
ing either with its own set of peripherals or with the other set, can assume 
the processing load without significant data loss. 

As an implementation example, disk 1 could have half of its memory space 
dedicated to storing data from disk 2 and vice versa.  This could allow either 
CPU to act as a back-up processor to the other while peri^rming its own indi- 
vidual tasks, 

7.3.3.3 Load sharing. A two-party protocol can be defined between the 
two processors to control information transfer with space in one or both disks 
allocated as a mailbox  for transfer of control and status information.  This 
allows either CPU to assign tasks to the other or to notify the other if some 
of its processing powers have failed.  In this case the other CPU would assume 
that part of the processing burden. 

Processing of tasks may take several forms: 

a. Each CPU performs different tasks with the purpose being to decrease 
the processing burden on one CPU. 

b. Each CPU performs identical tasks, but at separate facilities for 
independent users. 

c  Each CPU performs tafks, identical or other wise, as required for 
distributed processing. For instance, both processors could operate 
under the same operating system to perforr;- true distributive proces- 
sing. That is, not only can each CPU process different assigned 
tasks (as in functionally distributed), but both CPUs can share the 
processing load on the same task. 

7.3.3.4 Conclusion. Both the back-up and load-sharing modes of opera- 
tion would allow one CPU to assme sooe of the other's processing burden in 
case of failure of some processing functions. If the healthy CPU had been 
processing at full capacity, it could still assume a heavier load by operating 
in a degraded fashion. The back-nip, and functionally distributed processing 
modes, can be carried on between shelters as well as wit'tin a shelter, al- 
though probsbly in a slower (degraded) fashion. 
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The FI concept would allow the AII/GYQ-21 (V) to operate at dtta rate« of 
up to lOMw/s with 36-bit words within a shelter and at rates of 50Mb/& per fi- 
beroptic channel for 5 miles outside a shelter with 7 to 18-channel availabil- 
ity. 

Another effect of using the FI is that the system is not hardware depen- 
dent on a certain manufacturer. FI protocols and interface requirements have 
been developed to accommodate diverse equipments. 
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8.0 SUBSYSTEM IMPLEMENTATION 

8.1 Scope. 

The purpose of this section is to establish hardware and software func- 
tional descriptions for the various subsystems on the FI. These subsystems 
include the Local Intraconnect Unit (LIU), Local Intraconnect Control Unit 
(LICU), External Intraconnect Unit (EIU), External Intraconnect Control Unit 
(EICU), aad the FI Manager. Since the LIU is the most prevalent subsystem on 
the FI, its implementation will be discussed. The hardware and software 
structural approach will also be applied to other subsystems. 

8*2 LXU implementation. 

The basic function of the LIU is to provide the interface between the 
Local Intraconnect (LI) and Automatic Data Processing (ADP) or Communication 
(COM) devices. These devices will be referred to as Data Terminal Equipment 
(DTE). 

8.2.1 Requirements. 

a. Oneral. LIU functional requirements are summarized as follows: 

- Transfer data up to IGMw/s to and from a DTE in a DMA fashion; 
- Process and verify DTE headers; 
~ Formulate network messages for transmission of DTE data onto the 

FI; 
* Transfer network messages to/from the FI in DMA fashion; 
- Process and verify network headers; and 
- Error checking on data. 

b. Interface. 

1. DTE. The LIU transfers data to/from a DTE in the for« of 1024 
18-bit word data blocks* Bach block has a device header attach- 
ad to it with a fixed format as described in Section 5.3.3. 
Control of the transfer between the LIU and a DTE is described 
in the interface standard. 

2. LI. The LIU transfers data to and from the LI in the form of 
512 36-b'v. "ord data packets. Several reasons exist for break- 
ing mtssf'j into packets for transmission on the FI. Transmis- 
sion can start as soon as the first packet is assembled, corrup- 
tion of information by noise can be better accoomodated by re- 
transmission (if required) of only the packet affected rather 
than the entire message» and packets can be interleaved by LIUs 
on the FI, thus long messages do not block transmission links. 

a-i 



A packet consists of the DTE data and header. A network header and 
trailer are added to this for control on the PI level (described in Section 
5.3.3). 

Control signals transmicted on the LI are used by the LIU for transfer- 
ring data to and from the LI. A Data Strobe (DS) signal is a timing pulse 
that accompanies each data word transmitted on the LI. A Header Control (HC) 
signal is a pulse that accompanies both the first network header word and the 
network trailer word. The DS and HC are transmitted by the source LIU. 

8.2.2 Functional description. The LIU is functionally structured in a 
modular fashion. Hardware and software functions have been identified to the 
block diagram level» then broken up in a hierarchical manner into functional 
modules. Proven design techniques will be used such that performance require* 
ments are met in tlr most cost-effective manner. As shown in Figure 8-1, the 
hardware consists of a DTE receiver, DTE transmitter| and microcomputer; with 
software composed of executive, operational, diagnostic, and database func- 
tions. 

LIU 
Functions 

Hardware 

- Microcomputer 

- 
DTE 
Receiver 

- 
DTE 
Transmltter 

Executive 

Software 

Operational Diagnostic Database 

Figure 8-1. LIU functions. 

8«2.2*1 Hardware. 

8.2.2.1.1 Microcomputer. The LIU will be controlled by a microcomputer 
consisting of a CPU, main memory, programmable interrupt controller, and de- 
vice selector. The microcomputer will perform tasks such as initialising the 
variable database, setting up DTE/LIU DMA transfers, formulating network mes- 
sages for transmission on the LI, setting up UU/LI DMA transfers, and proces- 
sing network messages. 

. M 
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Programs (instructions) will be resident in static read-only memories 
(ROM) while the initialization database will be contained in static random-ac- 
cess memories (RAM) because it is subject to change.  RAM will also be used 
as a scratch-pad memory for temporary storage of data being manipulated during 
program execution. 

8.2.2.1.1.1 CPU. The CPU selected is an Intel 8085. 
N-channel microprocessor with the following features: 

This is an 8-bit 

Five Instruction types - data transfer, arithmetic, logical, 
branch, and stack, I/O aad machine control; 
Four address modes - direct, register, register indirect, and 
immediate; 
One accumulator, six general purpose registers, a program 
counter, and a stack pointer; 
Four vectored interrupts (including one nonmaskable); and 
Direct addressing capability to 64k bytes. 

8.2.2.1.1.2 Programmable interrupt controller. Interrupts allow pe- 
rinheral devices to transfer data when ready. This allows transfer of data on 
an asynchronous basis freeing the processor for other tasks while peripherals 
collect the data. When an I/O device has data to transfer, it signals the CPU 
(Intel 8085) with an interrupt request. Upon receipt of this interrupt and if 
the appropriate interrupt-enable bit is set, the processor suspends current 
program execution and responds with an interrupt acknowledge signal. The in- 
terrupting device then ideatifiws itself, steering the CPU to the appropriate 
data transfer routine. Once the transfer is complete, the processor clears 
the interrupt request and returns to whatever it was doing before it was inter- 
rupted. The CPU has the option of accepting or ignoring interrupts based on the 
state of "he interrupt flag, which can enable or disable the interrupt system. 

The LIU will employ a vectorcd-priority interrupt technique rather than 
device polling, which occurs when the CPU interrogates each device in sequence 
for service requirements. Device polling could have a detrimental effect on 
system throughput because the LIU software may devote a large portion of its 
time looping through the continuous polling c:ycle. 

The Intel Programmable Interrupt Controller (PIC) has been selected to 
provide overall management of the Interrupt system, the PIC minimises soft- 
ware and real-time overhead in handling multi-level priority interrupts by 
providing up to eight vectored-priority interrupts* When an interrupt request 
is generated, the PIC accepts the request, determines which request is of 
highest importance (priority), ascertains whether the request has a higher 
priority than that currently being serviced, and issues an interrupt to the 
CPU based on this determination* Control is then dispatched to the appropri- 
ate interrupt handling (service) routine* Significant features of the PIC are: 
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Programmable interrupt modes; 
Individual request mask capability; and 
Dynamically changeable priority modes and algorithms. 

8.2.2.1.1.3 I/O. The components and peripherals contained within the 
microcoiuputer connect to and communicate with each other on a high-speed bus. 
Every device on this bus communicates in the same form, i.e.) the CPU uses the 
same signals to access memory as with peripheral devices. A memory-mapped I/O 
technique is employed in communicating with peripheral devices, that is, pe- 
ripherals are connected to the memory control lines and respond like memory 
devices. They can be accessed as memory locations, using the processor's mem- 
ory reference instructions rather than the I/O instructions. Memory reference 
instructions can either obtain data from memory or place data into memory. 

While the memory reference instructions increase the flexibility of the 
I/O system there are some disadvantages of memory-mapped I/O. Since the I/O 
devices are addressed as memory» there will be fewer addresses available for 
memory. A further disadvantage of memory-mapped I/O with the 8085 Is that It 
takes 3 bytes of instructions and 13 clock cycles for memory reference in- 
structions to communicate with the I/O devices while the 7/0 instructions re- 
quire 2 bytes and 10 clock cycles since the I/O address space is smaller (only 
256 bytes). However, memory-mapped I/O provides the greater flexibility since 
all memory reference instructions can be used for comsunication with I/O de- 
vices. 

Every peripheral device has a given set of unique associated addresses 
that are addressed as main memory. There are two types of addresses associa- 
ted with each deviceI 

Control and status; and 
Data buffer. 

Control and status addresses contain all the information necessary to 
communicate with a peripheral device. The data buffer address is used for 
temporarily storing data to be transferred Into or out of the microcomputer. 
The nunber and type of data addresses is a function of the device. 

8*2.2.1.2 DTI receiver. The DIB receiver is the interface between the 
DTE and LI which receives DTE data and transmits network messages onto the LI. 

8,2.2.1.2.1 0IE Receiver Controller (DEC). The DEC shewn in Figure 8-2 
controls the transfer of data blocks from the DTE to the LIU. This can be ex- 
plained with the aid of Figure 8-3. Upon receiving f coamand from the micro- 
computer to enable the Input Data Request (IDE) from the DTE» the DEC will 
monitor IDE. When IDE becomes active, a data word i*il be input tc the re- 
ceive data buffer. This input process will continue until either the terminal 
count is reached or IDE becomes inactive. When either occurs, a data transfer 
complete interrupt will be generated. Tf the termination of IDE and the ter- 
minal count do not occur simultaneously a word count error flag will be set. 
Parity error detection will a'iso be performed while data is inputed. If an 
error is detected» a parity error flag will be set« 
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Figure 8-2. DTE receive controller. 

Interface between the taicrocomputer end the DRC is vie five registers. 
The control status register contains information denoting parity error, word- 
count error, and data-block length. The receive data buffer address register 
contains the location of the reccive-data buffer which is to be accessed. The 
receive-data buffer word register contains the data word and the receive data 
buffer read/write status of this word. 

The DRC also generates an interrupt request indicating the end of trans- 
mission of a data block or an error condition* 
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8,2.2.1.2.2 Output Controller (OC). The OC will transfer network mes- 
sages from the LIU to the LI and is shown in Figure 8*4. Upon coumand from 
the microcomputer, the proper network header and trailer contained in the out- 
put header buffer and, if applicable, the DTE data (including device header) 
contained in the receive data buffer are transmitted onto the LI. When the 
transfer is complete, an interrupt request is generated from the OC. 
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Figure 8-4, Output control block diagram. 

8.2.2.1.3 DTE trnwUtttr. The DTE trauaaitter processes network mes- 
sages received from the LI by making accept or reject decisions based on in- 
formation contained in the netwoik header, storing the data in a transmit/ 
broadcast data buffer If ths declalon ia to accept, and tranamittlng the data 
to the DIE «hen commanded by the microcomputer« the DTE tranasitter can be 
divided into two functions: (1) header message control, and (2) DTE transmit 
control. 

8.2.2.1.3.1 Header message control. The header message control func- 
tion inputs the network header from the LI and determines whether to accept or 
reject the message (Fig. 9-5). 
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Figur« 8-5. deader aueagft control. 

When dec« im  output onto the LI by either en LID or LICD» it ie received 
by eerh LIU* When the network header ie received» it ie cnelyeed to detenine 
whether to accept or reject the forthcoieiiig date words. If the Meease ie not 
for this hW,  the forthccedag data are ignored* Otherwisef the network header 
ie eccepted and stored in the input header buffer. The date ere input and 
scored in either tha broedcaet buffer or the aveilable DTE traneait buffer de- 
pending upon the neeeage type« Once the trailer ie detected» the neesege type 
is «uialysed to detemine if the «eeaage ie a poll. If it ie» a poll aeeeage 
interrupt is ganerated. Otherwise» e general message interrupt is genareted. 
Error detection ie performed cm the network header and data while the data ie 
being transferred. If an error ie detected» an error flag is set. 

8.2.2.1.3.2 m tranaalt control* The DTK eranenit controller ahown in 
Figure 6-6 trarsvite data to the OTB upon coeeend fro« the nicrocoeputer. 
Whan the transfer ie coeplete» an interrupt ie generated to the nicroconputer. 
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Figure 8-6. DT£ transnit controller. 

8.2.2.1.4 Interface. DTE interlice line drivers end receivers provide 
tri-state switching and electric«! requirements for interface between a DTE 
and LIU. Enabling/disabling of ehe bi-directional driver/receiver and output 
control signals are controlled by the microcomputer* 

LI interface line drivers «id receivers provide tin necessary interface 
between a LIU and LI. The control lines and bi-directional data lines are 
controlled by the DTE receiver. 

8.2.2.2 Software. LIU software is modular structured as a top-down hi- 
erarchy, being interrt.pt and database driven. It executes in a real-time mul- 
ti-tasking environment to accomplish all the processing required. The soft- 
ware is to be designed so as not to be peculiar to a specific device type. 
The LIU software is comprised of four major functional areas(Pig. 8-7). 
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Figure 8-7. LI'J software subsystem. 
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8.2.2.2.1 Executive subsystem. The executive software provides overall 
system control and management of tasks. As shown in Figure 8-8, it includes: 

Executive control which schedules tasks and processes interrupts; 
Executive service which provides services to tasks such as queue 
control, task request, I/O request, and merory management; 
Device drivers; 
Initialization; and 
System library functions* 
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DMA Complete 
- Output DMA Complete 
- Poll Message Request 
- General Message Request 
- Transmit DMA Complete 

Figure ^-8. Executive ©ubeyate« 

The basic unit of worfe which the executive facilities service is called 
a task. Tasks are function« that compete  for ayetern resources under the exe- 
cutive priority processing scheme. The priority processing scheme is used to 
define a task's relationship to other tasks* A task consists of one f*r more 
closed-$trueture procedures (i.e., function, module* or suhroutine) with one 
ct  the procedures Hein^ the mein procedure. Closed-structure procedures 
transfsr control back to the control entry point* They execute a defined se- 
quence until a terminal condition ie reached* thus, control passes into the 
structure through the entry point and remains until the termination condition 
causes control to exit through the single exit point* A procedure is a single 
entity with only one entry point and one exit point* The main procedure pro* 
videt overall control of the task and communicates with the executive* It ia 
called by the executive and returns to the executive when execution ie com- 
plete* The mein procedure else transfers control to other procedures - within 
the game task or global oharing, Global aharIng procedure« can be used by 
other procedures« are common in nature» and perform specific function«. 
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8.2.2.2.1.1 Executive control. The executive control is comprised of 
the scheduler and interrupt processing functions. 

8.2.2.2.1.1.1 Scheduler« The scheduler (Fig. 8-9 and -10) provides the 
facility for handling multiple requests for service in a real-time environ- 
ment. Scheduling is event-driven (interrupt)» in contrast to time-slicing for 
determining a task's eligibility to execute. Scheduling is performed when an 
event occurs (interrupt) rather than at defined time intervals. The basis of 
event-driven task sehetJling in  the software priority assigned to each task. 
A task's priority is set at initialisation. 

Scheduler 

Save/Restore 
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Scan Task 
Control Ltst 

1 
Initiate 
Task 

Figure 8-9. Scheduler functions. 

Tasks run at a software priority level ranging from low to high, the 
scheduler grants the processor to the highest priority task capable of execu- 
tion* That task retains control of the central processor until an interrupt 
occurs. When an external interrupt occurs, the scheduler interrupts the exe- 
cuting tsrk and searches for a task capable of execution. The highest prior- 
ity task will be executed» 

When activated by an interrupt service routine» the scheduler determines 
if a task is running« If a task is running, the machine condition is saved 
and the interrupted flag is set. The task control list is searched from the 
top for an active task« When foundt the interrupts are enabled and the task 
is invoked. When the task returns» the scheduler cycles through the task con* 
trol list searching for the next highest active t,»tk. If the interrupted task 
has the highest pri urity» the task machine conditions are restored and task 
execution it resumed «here it was interrupted, äa  long as there is processing 
to be done» the scheduler cycles through the task control list, executing ac- 
tive tasks* When all processing is complete» the scheduler «AITS until acti- 
vated by an interrupt service. 
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8.2.2.2.1.1.2 Interrupt processing. The LIU I/O is based on an asyn- 
chronous interrupt technique which interrupts the processor whenever a pe- 
ripheral device n'eds servicing (Fig. 8-lla). 
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Figure 8-lla. Interrupt processing functions. 

When an interrupt request is generated, it is decided if the incoming 
request has a higher priority value than the level being serviced. Control is 
vectored to the highest priority interrupt service routine. When an interrupt 
service function is activated, the machine condition is saved. When proces- 
sing is complete, control transfera to the scheduler. 

The device data receive request is activated when the device data re- 
ceive buffer control recognizes an active IDR from the DTE. It performs the 
following functions: 

Disable 0DR; 
Disable interface line drivers; 
Enable interface line receivers; and 
Command the device receive buffer control to transfer data. 

When data has been transferred into the data receive buffer, the device 
data DMA complete function: 

Reads the device data length; 
Reads the device header data; and 
Requests the header verification task. 

When data has been transferred onto the LI, the output DMA complete 
function: 

Enables IDR monitoring: and 
Requests the task to formulate an inactive message. 

If the LI message ia a poll» the poll message request function: 

Reads the network header/trailer; 
Places the time-of-day information into the output header buf- 
fer; and 
Enables the output control to transfer data onto the LI. 
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If the LI message is a type other than a poll, a general message request 
interrupt is generated causing the following tc occur: 

Data block length is read from the device transmit buffer con- 
trol; 

Network header/trailer is read from the input header buffer; and 
Message processing task is requested. 

When the data transfer from the transmit storage buffer to the DTE is 
complete, the transmit DMA complete function disables the device interface 
line drivers and commands the device receive buffer control to monitor IDR. 

8.2.2.2.1.2 Executive services. The executive provides services for 
task intercommunication, queue control, I/O requests, and memory management 
(Fig. 8-1lb). Tasks issue system directives which are instructions to the ex- 
ecutive to perform the service functions. 

Executive 
Service 

Enqueue 
Dequeue 

Memory 
Management 

- Allocate 
• Deallocate 

Figure 8-1lb. Executive services. 

Each task has an input work queue assigned to it. When a task is Iden- 
tified and a work packet formed, queue control attaches (enqueues) the packet 
to the appropriate queue. When a task is activated, it requests queue control 
to detach (dequeue) the work packet. The work queue is managed on a first-in 
first-out (FIFO) basis. Only through work packets can tasks with different 
priorities coomunicate with each other. Interrupt service routines use queue 
control for passing input data to tasks. 

Each queue la maintained on a link list basis* A queue control exists 
for each queue in the task control block* The queue control contains the ad- 
dress of the first and last packet. Bach packet contains the address of the 
next packet in the link« No searching is required to attach/detach a work 
packet. The address of the packet need only be manipulated to maintain thf 
linkage. When a work »ecket is placed in the queue, its address becomes the 
laat packet address in the task control block and the next packet address in 
the next-to-last packet in the queue. 
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The task request directive instructs the system to activate a task. 
Once activated^ the task will run contingent on its priority. 

The I/O request directive instructs the executive to provide an I/O op- 
eration to the issuing task.  It also verifies the validities of the I/O func- 
tion code and logical unit number transmitted from the caller.  If invalid» an 
error is indicated to the caller.  Otherwise, the proper device driver is 
called upon to perform the I/O operation. 

Memory management allocates and de-allocates blocks of contiguous memory 
on request. Memory is allocated from a dynamic storage pool partitioned into 
fixed block sizes. No searching is required since the address of the next 
available block is maintained in a circular list. 

8.2.2.2.1.3 Device drivers. Device drivers handle the physical I/O op- 
erations for a particular DTE. The I/O operations will be device and function 
independent. To request an I/O operation, a task issues the request via the 
executive to logical units previously associated with physical device units. 
The information supplied by the task should include the DTE logical unit, the 
function code (READ or WRITE), and any device-dependent parameter (command 
code, data buffer address, etc.). 

Device drivers are either interrupt driven or I/O initiated by tasks. 
Interrupt driven device drivers are interrupt service routines that receive 
control when an interrupt request is generated. I/O initiated device drivers 
receive control when requested by a task via the executive to perform an I/O 
operation. 

Several I/O initiated device driver functions have been identified to 
include; 

I/O operation to the device receive buffer control to read the 
message length and device header; 
I/O operation to the output header buffer to store the network 
header and trailer in preparation for transfer onto the LI; 
I/O operation to the input header buffer to accept the network 
header and trailer fro» the LI; 
Output data comand to the output control to transmit data onto 
the LI; and 
Transmit conmand to the device transmit buffer control to trans- 
fer data to the DTE. 

8.2.2.2.1.4 Initialisation. System initialisation 'leeds to be 
performed at start-up and after a system failure. During this process the 
system is configured, peripheral devices are initialized, and the scheduler is 
invoked. Database initialisation is required when an initialization message is 
received. It initialises databases peculiar to the individual LIU applica- 
tions. 

8.2.2.2.1.5 System library. System library routines provide comonly 
needed capabilities such as formulating messages and saving/restoring regis- 

ters. 
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8.2.2.2.2 Operational software. The operational software provides the 
functions to fulfill the LIU requirements such as device header verification, 
DTE message processing, network messaRe formulation, network header verifica- 
tion, and network message processing. Figure 8-12 shows the operational soft- 
ware functions. 
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Verify 
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Figure 8-12, Operational software. 

8.2,2.2,2.1 Device header verification. The device header verification 
function checks for character and block parity errors and validates the DTE 
header data fields (Fig. 8-13 and -14). If an error is detected, a DTE header 
error message is formulated, indicating the error type, for transmission to the 
FI Manager. If no errors are detected, a request is made to DMA the DTE data 
to the LIU. 
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Figure 8-14. Device header verification flow. 

The device header verification function perforaa the following: 

Checke character and block parity errorat 
*  Verily ayatea «ode - This field ia conpared to the allowable 

ayatea «ode. The current allowable ay a tea node ia 000; 
Verify aeaeage type - This field ia cospared to the allowable 
«eaaage type. The allowable aeaeage typea are: 
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0010 Request Message 
0011 Response Message 
0100 Direct Address 
0101 Virtual Bus 
0110 Lazy Susan 
1000 Local Broadcast 
1001 Fl Broadcast 

Verify virtual bus nmnber/l&zy susan number - If the message 
type is either a virtual bus or lazy susan, this field is com- 
pared against the allowable virtual bus/lasy susan numbers as- 
signed by the FI manager; 
Verify priority - This field is compared to the allowable prior- 
ity; 
Verify destination address - This field is validated if the mes- 
sage type is either a request message, response messaget or di- 
rect address. The destination address is compared against the 
allowable destination address for the specified message types as 
authorised by the FI Manager; 
Verify source address - The source address is compared «igainst 
the allowable source address for each message type as authorized 
by the FI Manager; 
Extract message length - The message length is extracted froc 
the device header and used as a word count to DMA the DTE data; an^ 
Formulate error message - If an error is detected, a request 
message is formulated for transmission to the FI Manager. The 
data sent contains the error message code, the DTE virtual ad- 
dress where the error was detected, and the error type. The 
current error types are: 

0000 Unused 
0001 Character parity error 
0010 Block parity error 
0011 System mode 
0100 Message type 
0101 Virtual Bus/Lazy Susan Humber 
0110 Priority 
0111 Destination Addreos 
1000 Source Address 

Verify message number - The message number is compared to the 
next transmission message number* If the message number is in- 
correct, an error message is formulated. She messige number is 
replaced with the triAsmlssion message number so that it is out- 
put when polled. 
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8.2.2.2.2.2 DTE message processing. The DTE message processing func- 
tion is concerned with messages between the DTE and its associated LIU only. 
For instance} one of its tasks is to formulate a message with date/time infor- 
mation for transmission to the DTE. Another example occurs when the LIU can- 
not empty its data buffer on the LI because the destination continues to have 
no buffer available. The DTE can transmit a message to the LIU commanding it 
to cancel the current operation and prepare for a new one. 

8.2.2.2.2.3 Network message formulation. The network message formula- 
tion function constructs the network header and trailer for transmission onto 
the LI when polled« The network header precedes data onto the LI and the 
trailer follows the data. As shown in Figure 8-15, this function performs the 
following: 

Formulate 
Network 
Messag e 

Set Formul ate Formulate 
Data 
Transfer Date-Time Query 

Group Message Message 

1 ! 

1 
General te 
Common 

i   Characi ter 
Fields 

Figure 8-15. Network message foraulaiion. 

8.2.2.2.2.3.1 Set date/time group. The date/time, of which the 16 
least significant bits reside in a date/time counter and the remaining 36 bits 
in a location in memory, it obtained and placed in the device header. 

8.2.2.2.2.3.2 Formulate query message. If the DTK data is a point-to- 
point (direct) data transfer» a query Metsage is formulated for transmission 
to the destination to obtain buffer availability status of th#> destinstion 
iuput buffers. The following fields are generated; 

\mm ilHI m 
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Start of message 
Message type 
LIU destination address 
Number of words in header 
LIU source address 
End of message 
Block parity 

8.2.2.2*2.3.3 Formulate data transfer message. Data transfer messages 
are formulated for direct address9 local broadcast, PI broadcast, virtual bus, 
and lazy susan transmissions. The fields generated are: 

Start of message 
Kessage Type 

Direct address 
Local broadcast 
FI broadcast 
Virtual bus 
Lazy susan 

Destination address 

Direct address - 6 bits for receiving LICÜ ♦ 6 bits for re- 
ceiving LIU 

Broadcast (Local/FI) - Not used 
Virtual bus - Virtual bus number 
Lazy susan - Lazy susan number / 

Source Address 

Direct address - 6 bits for transmitting LICU ♦ 6 bits for 
transmitting LIU 

Lazy susan - 6 bits for transmiting LICU ♦ 6 bits for trans- 
mitting LIU 

End of message 
Block parity 

8,2*2.2.2*3.4 Generate c character fields. 

Start of message - Start of message is a unique 9-bit code iden- 
tifying the start of a network message and is identical for each 
tryuamissioni 
Message type - Message type is an 8-bit code identifying the 
type of network message being transmitted onto the LIj 
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Destination address - This is the address of the LIU for which 
the message is destined and is message type dependent. For di- 
rect address and lazy susan messages, it consiste of 6 bits for 
the LICU and 6 bits for the LIU. For virtual bus mespaees, it 
represents the virtual bus number. This field is not used for 
broadcast messages; 
Source address - This is the address of the transmitting LIU. 
It consists of 6 bits for the LICU and 6 bits for the LIU; 
End of message - End of message is a unique 8-bit code indica- 
ting the end of the network message and is identical for each 
transmiscion; &nd 
Block parity - The block-parity field contains vertical parity 
bits on the network header. 

8.2.2.2.2«4 Network header verification. After a message has been ac- 
cepted» its network header must be verified* If an error is detected, an er- 
ror message is foroulated and transmitted to the FI Manager. This function 
performs the following: 

a. Check network header parity - The vertical and horizontal parity 
calculated while receiving the network header is compared 
against the parity information contained in the network header. 

b. Formulate error message - If a parity error is detected in the 
network header, a request message is formulated for transmission 
to the FI Manager. This message contains the error message 
type« destination LIU virtual address, and error code. 

c. Check message length - The messag* length determined while re- 
ceiving the network header is compared to the message length in- 
formation contaired in the network header. 

8«? 2.2*2.5 Message processing. During the processing of a message, 
the following functions will be performed (Fig* 8-16). 

a. Check poll response - If the message is a poll response, it must 
first be determined if it is a query, lazy susan buffer avail- 
able, or lazy susan butfar unaviilsble message, then ^he corres- 
ponding process is invoked* 

b* Check query response * If the message is a query response it 
must first be determined if it is a buffer available or buffer 
unavailable message, then the corresponding process is invoked* 

c* Check data transfer - I£ the message is a data transfer, it au*t 
fitst be determined if it is a direct addre»*, virtual bus, or 
brosdesst message, then the corresponding process is i&voked. 
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Figure 8*16. Message processing functions. 

8.2.2.2.2.6 To process « virtual bus message (Pig. 8-17 and -18), the 
following vill be performed: 

a. Update real-ti»e count - nie LIU aaintains a real-time count for 
each virtual bus to which it is assigned. When this count 
watches the transmission massag« number assigned to its corres- 
ponding DTE, the LIU transmits a massage on the virtual bus. 
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b. Formulate empty network message - If the DTE has no message to 
send at its assigned sequence number (transmission message 
count), the LIU formulates an empty message for output onto the 
LI at the next poll of this virtual bus. The empty message con- 
tains the proper network header and DTE header with the appro- 
priate virtual bus number and current sequence number. 

c. Calculate next transmission message count - The next transmis- 
sion count is calculated as follows: 

Transmission message count « 
Starting sequence number + (N x repetition rate) 

where N is a modulo 16 number representiug the number of messases previously 
transmitted on the identified virtual bus. The starting sequence number and 
repetition rate is assigned by the FI Manager when the virtual bus is estab- 
lished. 

8.2.2.2.2.7 To process a query message (Fig. 8-19 and -20), the follow- 
ing will be performed: 

a. Check buffer availability - The transmit buffer status is check- 
ed to determine if it is available or not. 
Queue destination address - The querving LIU address is queued on 
a FIFO basis. Any address appears only once in the queue. 
Formulate buffer not-available message - When a butter is not 
available or, if available, the querying LIU address is not at 
the top of the queue, a buffer not-available message is formu- 
lated for transmissior; to the querying LIU. 
Formulate buffer-available message - If a buffer is available 
and the querying LIU is at the top of the queue, a buffer-avail- 
able message is formulated for transmission to the querying LIU. 
Dequeue destination address - When a buffer-available message 
has been transmitted to s querying IIU, its addreas is dequeued 
(if it had initially been in the queue). 
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figure 8-19* Query message process functions. 
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In processing a query r«»jponse message, the LIU will transmit its data 
if the response indicates that a buffer is available.  If no buffer is avail- 
able, the LIÜ will wait to be polled again. Any further action, while waiting 
for the poll, such as cancelling the operation if a certain time lapses before 
buffer is available, can be accommodated in communications between the DTE and 
its LIU. 

8.2.2.2.3 Diagnostic software.  The diagnostic software detects and re- 
ports faults in the LIU and/or DTE. As shown in Figure 8-?!, the diagnostic 
software is comprised of the Li diagnostics and DTE interface diagnostics. 
These functions execute on a continuous periodic cycle. 

Diagnostic 
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Perform 
LI 
Diagnostics 

Perfom 
DTE 
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- Formulate loopback 
Diagnostic Message 

- Formulate DTE Loopback 
Diagnostic Message 

- Transmit Diagnostic 
Message to DTE 

Figure 8*21. Diagnostic software f»metion«. 

The LICU will periodically transmit a diagnostic message to each LIU in 
an established sequence. The message «ill di«3ct the LIU to return a status 
response message at the next poll. Prom the status response message» the LICU 
will determine the LIU availability status* The LICU will maintain a status 
block for each LIU* lb« status block will be updated, if required, at the end 
of each diagnostic cycle. If, at the next LIU p<11» the LIÜ does not output a 
response message» the LICU will mark the LIU out of service. 

When the LICU diagnostic message la received» a diagnostic response mes- 
sage will be formulated destined to the LICU. The LIU will then await the 
LICU poll« The response message viU contain the loopback diagnostic word 
along with the OTS status. 

The DTE will also periodically *ut|H»t a diagnostic message to the LIU to 
determine its availability status. When the LIU receives the DUE diagnostic 
message request» it will formulate a loopback diagnostic message with the me»- 
sage received» and transmit it back £? thrf DTI. If the DTI does not receive 
the loopback message within a specified time or if the received message is in 
error» the LIU will be marked out cf service l-y the DTE. Likewise» if a diag* 
noetic message is not received from the DTI within a specified time interval» 
it will be marked out of service by the LID. 
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8.2.2.2.4 Database.  The database is a collection of information struc- 
tured to facilitate the configuration of LIU operational functions.  It pro- 
vides the internal interface between tasks. A data structure is the manner in 
which the data and addresses used for program operations are organized in the 
system (main) memory. Each individual member of a data structure is called a 
data element consisting of several words. The database is divided into three 
categories: (1) generation, (2) initialization, and (3) operational. Genera- 
tion data structures consist of internal data that does not have to be load- 
ed.  Initialization data structures contain data peculiar to the system and 
are loaded upon pcwerup or after a system failure. Operational data struc- 
tures consist of data elements generated during system operation. Figure 8-22 
identifies database software. 

8 2,2.2.4.1 Initialization. The initialization database contains data 
necessary to identify the characteristics of the DTE. It is loaded upon 
start-up or after system failure. 

Data contained in the DTE status table indicates device types, features, 
and operating conditions including privileges and restrictions. Each device 
has an entry in the DTE status table called a DTE status block which can be 
accessed by a DTE status block number. These numbers are assigned in sequen- 
tial order. The information contained in a status block includes: 

a. 
b. 

Device type - indicates if DTE is a comnunicatlon or ADP device; 
Priority - indicates the highest allowed priority level; 
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c. State - indicates if the DTE is active/inactive and in-ser- 
vice/out-of-service; 

d. Source virtual address - lists the virtual addresses of devices 
which the DTE is allowed to receive from; 

e. Destination virtual address - lists the virtual addresses of de- 
vices to which the DTE is allowed to transmit; 

f. Virtual bus assignment - lists the virtual buses the DTE is as- 
signed to and its mode of communication on each one, i.e.t re- 
ceive only, transmit only, both, or monitor; 

g. Broadcast assignment - indicates the broadcast network (LI or 
FI) the DTE is assigned to and its mode of communication: 

h. Lazy susan assignment - lists the lazy susan loops the DTE is 
assigned to and its mode of connuiaication on each; 

i. Message size - indicates the maximum message size allowed to be 
transmitted; 

j. Message rate - indicates the maximum rate in which data is to be 
transmitted; 

k. Transmission mode - indicates if the trai smission is synchro- 
nous/asynchronous and half/full duplex: 

1. Transmission message number - lists the starting sequence number 
and repetition rate for each assigned virtual bus; and 

m. Message type - indicates allowable message types* 

For each virtual bus on ^he FI, the virtual bus status table lists the 
maximum message length, data rate, transmission mode, and number of assigned 
devices with their associated virtual addresses. Each virtual bus has an en- 
try in this table which can be accessed by the virtual bus number. 

For each broadcast network, the broadcast status table lists the maximum 
message size, data rate, transmission mode, and virtual addresses of each as- 
signed DTE. 

For each lazy susan loop on the FI, the lazy susan status table lists 
the maximum message size, data rate, and virtual addresses of each assigned 
DTE. 

The virtual address assignment table identifies the real (FI) address 
associated with each virtual address. 

8.2.2.2.4.2 Operational. The operational database consists cf data 
structures that are liable to change as data passes through an LIU. 

The task control list is a priority-ordered list composed of task con- 
trol blocks. This list is used to determine which task to give the CPU con- 
trol to after an interrupt occurs. A task control block is assigned to each 
task and is divided into three •actions: t) Task stats» (2) queue control, 
and (3) machine conditions. 
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The task state contains the following information: 

a. Entry point address - The address at which the task is initiated; 
b» Interrupt status - Indicates that the task has been interrupted 

and must be resumed from the point of interruption; and 
c. Active status * Indicates that the task is eligible for schedul- 

ing, i.eM it is ready to run and compete with other tasks for 
CPU time on a priority basis. 

Queue control contains:  (1) the first packet address which is the 
pointer to the first packet queued to a task, and (2) the last packet address 
which points to the last packet in the same queue« 

An area is also set aside to save the machine conditions when a task is 
interrupted. It saves the status of the program counter, stack pointer, con- 
dition flags, accumulator, and all general registers. 

The current task table indicates if a task is running when an interrupt 
occurs. When a task is invoked by the scheduler, its name and priority are 
entered into the current task table. 

The LIU status table contains the following information: 

a. LIU status - Indicates if LIU is in-service/out-of-service; 
b. DTE status - Indicates if the associated DTE is in-ser- 

vice/out-of-service ; 
c. Transmit buffer status - Indicates if the transmit buffer is 

available; 
d. DTE parity error - Indicates if a parity error was detected in 

the data field (includes device header and data); 
e. Network header error - Indicates if an error was detected in the 

network header; and 
f. Message length - Indicates the number of words received. 

A location in the database is allocated for the 36 most significant bits 
of the date-time group. The bits ire right justified, i.e., the right-hand 
bit of the first word is the least significant. Since the date-time is ex- 
pressed in microseconds with the 16 least significant bits contained in a 
separate counter, this location is updated every 65536 microseconds. 

IH> 
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The query queue is a temporary storage area containing the addresses of 
querying LIUs. It operates on a FIFO basis, i.e., the first querying LIU ad- 
dress queued is the first address dequeued. The queue size will be determined 
by traffic analysis and will consist of a header and various entries which 
will hold the querying LIU addresses. The header will contain: (1) A pointer 
to the top entry, (2) a pointer to the bottom entry, and (3) upper and lower 
limit addresses. The bottom pointer will be used to queue an entry, then up- 
dated to the next entry.  It will be reset when it reaches the lower limit ad- 
dress. The queue is full when the bottom pointer reaches the lower limit ad- 
dress and the top pointer equals the upper limit address. The top pointer 
will be used to dequeue an entry, then updated to the next entry. It will be 
reset when it reaches the lower limit address. The queue is empty when the 
top and bottom pointers are equal. 

The transmission message count table contains the transmission message 
count foi each virtual bus assigned to an LIU and can be accessed by the vir- 
tual bus number. When the transmission message count is equal to the real- 
time count, the LIU is eligible to transmit a virtual bus message. The 
transmission message count is then updated to its next assigned value. 

The real-time count table contains the real-time count for each virtual 
bus assigned to an LIU and can be accessed by the virtual bus number.  It is 
updated each time a virtual bus transmission is detected. 

8.2.3 Memory Requirement. The LIU employs two types of memory to sat- 
isfy its storage requirements. All programs (instructions) are resident in 
Read-Only Memory (ROM) while the database and temporary storage are contained 
in Random-Access Memory (RAM). 

,                               1 
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The memory requirement is estimated as follows: 
Functions Memory Requirements (Bytes) 

Executive 
Scheduler 300 
Interrupt Processing 400 
Queue Control 200 
Task Request 100 
I/O Request 100 
Memory Management 300 
Peripheral Device Drivers 400 
Initialisation 200 
System Library Routines 100 

Operational 
Verify DTE Header 500 
Process DTE Message 200 
Formulate Network Messase 1000 
Verify Network Message 100 
Process Network Message 1000 

Diagnostic 
LI Bus Diagnostic 200 
DTE Diagnostic 200 

Database 
Initialisation 6000 
Operational 500 
Temporary Storage 500 

12,300 
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9.0 SECURITY CONSIDERATIONS 

The Modular C3 interface Analysis has resulted in a preliminary design 
for a Flexible Intraconnect (FI). This analysis and design have indicated a 
requirement to protect FI information from tampering, breach of privacy and 
jamning. 

Prevention of data interception has lead tc the inclusion of 
communication security (COMSEC) equipment within the FI. 

Martin Marietta has evaluated current and developmental COMSEC equipment 
and recommends the implementation described in Volume II of this report. 
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10.0 RELIABILITY, MAINTAINABILITY, AVAILABILITY ANALYSIS (RMA) 

10.1 Introduction. 

The purpose of this section of the report is to define a range of RMA 
values for the Flexible Intraconnect (FI) candidate system architecture to he 
used as baseline requirements for further system definition/development 
activities. 

10.2 Scope. 

The analysis covers the FI equipment« necessary to form one segment of 
the FI. Figure 10-1 depicts the portion of the FI analyzed. The remaining 
segments of the FI are a repeat of the analyzed segment. Figure 1-2, 
Implementation of Recommended System, shows the configuration evisioned* for* 
employment in the C3 equipment centers. The analysis considers only one of 
the LIUs in a shelter. In actual implementation as many as 64 LIUs can be 
used to interface with devices within the shelter. The transponder/EICU can 
interface with up to 63 shelters. The analysis, however, analyzes only one 
interconnect between the transponder and a device within a shelter. 

The analysis does not include the Special Adapter Unit (SAU). The 
complexity and design of an SAU will vary from application to application 
making it unrealistic to identify the design of the SAU until specific using 
devices are identified. 

10.3 Reliability. 

The mean-time between failure (MTBF) for the FI hardware was derived 
from parts lists supplied by project engineering for each of die devices« The 
failure rates used, with a few exceptions, to be discussed later, were taken 
from MIL-HNBK~217B Reliability Prediction of Electronic Equipment updated to 
Notice 2 dated 17 March 1978. 

10.3.1 Injection lr.ser. Engineering identified injection lasers for 
use as a light source for the fiber optics. MIL-HNBK- 2I7B does not have 
failure-rate data on these devices. To obtain failure-rate data on these 
devices, a vendor/user survey was performed, but results were not 
enlightning. No one could or would supply field data on the devices« Several 
vendorst however, guarantee their devices for 10,000 hours, and sons spec 
sheets list 100,000 hours MTB?« upon questioning those vendors who claim 
100,000 MTBF, it was discovered thtt this MTBF is arrived at by extrapolating 
step/stress testing on the device. One point gleaned from conversations with 
the vendor/users on the injection laser war that the failure mode was due to a 
loss in output power with tine* 
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To establish a failure rate for the injection latiers, a range of failure 
rates was established. This range being the reciprocal of the 10,000 hour 
guaranteed MTBF and the 100,000 hour extrapolated MTBF. In the Sunmary Table, 
10-1, those equipments using injection laser will reflect a range of failure 
rates. One will have to assume at this point that the true faiure rate for 
the injection las5»r lies somewhere in the range of 0.000010/hr. ai*d 
0.000100/hr. This range of failure rates was used in the analysis. 

Table 10-1 RMA SUMKARY 

Equipment 
Item 

Failure Rate/ 
hr x 10-6 MTBF MTTRi Availability 

LIU 55 18182 1.0 0.999 

LICÜ 103 9708 1.0 0.9998 

EIU 163 
703 

6135 
1422 

1.5 
1.5 

0.9997 
0.9998 

TRANS/EICU 279 
819 

3584 
1221 

2.0 
2.0 

0.999999 
0.999996 

FI MANAGER 3,933 254 1.66 0.^)935 

0.9929 
0.9921 System Availability 

The vendor/user survey pointed out a lack of testing or field data on 
the injection laser and a definite need for a test program to determine the 
reliability of the device and an understanding of the failure characteristics 
it exhibits. 

10.3.2 Bubble memories. Bubble memory is another device that does not 
have a failure rate covered. The failure rate used for this analysis was 
derived from a paper presented at "Electro 77" in »ew York City, H.Y. on April 
19-24, 1977 by William C. Mauity, Autonetics Group, Rockwell International, 
Anaheim, CA. The work efforts in the paper was sponsored by NASA at Langley 
Research Center, under Contract RASI-14174. This paper gives reliability 
informktion from which a failure rate of .0152 x 10-6/hr/bit was derived. 
This failure rate was used in performing the reliability analysis. 

10.4 Redundancy» 

The Transponder/EICU in a review of the initial design constituted a FI 
single-point failure. If one transponder/BICÜ would become inoperative, the 
complete C3 network would become inoperative. Due to this reason, redundant 
transponders are recommended in the candidate architecture of the FI. The 
transponder/2IGUs should be located in different shelters, with the "T" 
coupling connections external to the shelters, In the eveat a complete shelter 
would be destroyed« The remaining hardware in the FI would cause, in the case 
of a failure, only partial lost of the complete C3 «y«tem and once inside a 
shelter, i.e., at the LIÖ level, the shelter would be operating in a degraded 
mode until the failure was corrected. 
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10.5 Methodology. 

A typical Reliability analysis worksheet is shown In Table 10-2. The 
example given is for the LIU. The failure rates used in the example were 
derived from MIL-HNBK-217B. Notice 2. The parts identified are typical parts 
that would be used to perform the LIU functions and are not necessarily the 
actual part numbers in the final design. 

10.6 Maintainability. 

Several factors were considered in evaluating the mean-time ta replace 
(MTTiO for the PI system. The piece-part count was considered to evaluate the 
number of circuit boards necessary to make up each unit of the system. 
Packaging was also considered and was assumed to be rack-mounted chassis with 
easy accessibility for replacement. All piece parts were assumed to be 
mounted such that only modular replacement is necessary to correct a 
malfunction in the unit. Another factor considered was the failure potential 
of the parts within the system. The similarity of the FI to other equipment 
designed and evaluated in-house was also used in evaluating the MTTR of the 
units. For the FI Manager unit MTTR, which is made up of a PDF 11/70 or 
equivalent computer and peripheral equipment, a EMA study developed for an 
in-hoase contract was used. 

It was assumed that the diagnostics of the system software are such that 
in-line software will be available to indicate that a failure has occurred in 
thf: system. In conjuction with this software and to further isolate the 
malfunction, on-line software will be available to identify the problem to a 
unit within the system« Once the malfunction has been isolated to a unit in 
the system, it was assumed that off-line software is available to isolate the 
problem to the replaceable unit. 

The MTTR for the FI ranges from 1.0 to 2.0 hrs. Figure 10-1 lists the 
MIR for the each unit of the FI under consideration. The majority of the MTTR 
is for isolation of the failure. The actual replacement time should be 
minimal once the location of failure has been isolated. 

I ill 
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TABLE 10-2 LIU RELIABILITY METHODOLOGY 

Failure Total 
Component Description Quantity Rate Failure Rat* 

AM8T26A 3-State Quad Bus Dr/Rec 5 0.1494 0.747 
8T23 Dual-Line Driver 2 0.032481 0.064962 
8T24 Triple-Line Receiver 1 0.042479 0.042479 
8085A 8-bit      Processor 1 1.80522 1.805223 
8259 Programable Interrupt Cout. 1 0.445038 0.445038 
8155 2k Static RAM 40 0.480326 19.21304 
8355 16k ROM 4 0.515526 2.022104 
34725 16x4 RAM 4 0.04888 0.19552 
93524A 1024x1 RAM 72 0.2791 20,0952 

1   54S189 16x4 RAM 18 0.04888 0.87984 
54S00 Quad 2-Input And 18 0.027811 0.500598 
54S04 Hex Inverter 18 0.032481 0.584658 
54S20 Dual 4-Input Hand 8 0.016471 0.131768 
54S65 4-2-3-2 Input And-or-Invert 6 0.032481 0.194886 
54874 Dual P/F 12 0.042629 0.511548 
54S85 4-bit Map Comp. 9 0.06538 0.58842 
54S112 Dual JK P/P 10 0.049628 0.49628 
54S116 Dual 4-bit Latch 6 0.06004 0.36024 
54S163 4-bit Sync Counter 6 0.07139 0.42834 
54S374 Parallel-in ParalUa-Out 4 0.07072 0.28288 

|   54SU3 3 5-Dual Diff Line Dr. 20 0.049628 0.99256 
25S2521 8-bit Covparator 4 0.06004 0.24016 
93434 ROM (32x8) 2 0.034054 0.068108 
340174 Hex D P/P 2 0.06605 0.1321 
9615 Dual Differ Line Dr. 20 0.027811 0.55622 
548260 Dual Pive Input Pos Nor 4 0.021407 0.085628 
LM123 5 Volt Reg 4 0.064221 0.256884 
LM126 12 Volt Reg 2 0.0907 0.1814 
C«p«citor«    (Tant) 20 0.00448 0.0896 
Capacitor«    (Ccr) 200 0,0048 0.96 
Resistor« 40 0.00748 0.2992 
34520 Dual 4-bit Binary Ctr 2 0.06605 0.1321 
T105C05E 2.5      25 MB 0«c 1 0.408 0.408 
Connectors   40 pin 1 0.4032 0.4032 

30 pin 

-  J 

HTBP 

0 V651 

XLI0I 
- 1 

XLIÜ 
- 1 

«  

0.4651 

54.460284 

18,182 

t 
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1       DEV LIU LICU 
EIU 

MTBF ■ 6 

She!ter 

MTBF - 10,182 
mr^ - 1.0 

A - 0.9999 

MTBF « 9708 
MTTR. « 1.0 

A ■ 0.9998 
MTTR. * 1.5  | 

. 0.9997 I 
 MP 5998921 

"A" for Redundant Devices • 0.99999964 
0.99999644 

Up To 62 
Shelters 

Shtlttr 

10.7 

FI 
Manager 

MTBF • 254 
MTTR^ -1.66 

A • 0.9935 

^■j  Transponder/ 
EICU 

r Shelter 

Transponder/ 
EICU 

: Ls 
MTBF • 3584 

1221* 

HTTK • i.O 

-Shelter 

A • 0.9994 

0.9984 

One Transponder/EICU 

•Rang« Dependent Upon 
Lesser ReliaMUty 

Figur« 10-1. Wk block dUgr«i- 

Avil«bility 

la evaluating tyate« design concept«, reliability and aaintainabilitv 
analytea are the priM evaluation factor« in detersloing it«« contribution to 
ayatea av»lability. At the hardware Uea level of availabilty evaluation, the 
folloving relationehip «aa uaeds 

ki 
KIBF^CTTR 

vheres 

ki  - Inherent Availability 
NTBT - Kean-Ti«e-Betveeo Failure 
NT!^ . Hean-Tu«-To-Eeplace (UAerent) 

The preceding two aectiooe have diecusaed the source of the reliability 
values (failure rates and BffBFs) «ad lasintainability (MTTI)» used in 
calenlatiag iten availability. 
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Availability for the redundant transponder was determined by tht* 
following equation: 

ARE - l-C-Aj) (I-A2) 

vhere: 

ARE ■ Availability for the redundant element 
Al A2 ■ Availability of a tingle element 

Thus: 

The availability for the redundant transponder/EICU is: 

ARE - l-(l-0.9994) (1-0.9994) 
• l-(0.0006) (0.0006) 
• 1- 0.00000036 
- 0.99999964 

Prom Table 10-1f the system availability is: 

Asys " ALIü   ALICÜ    ARIü   ÄTrillt/EIC||   AyManager 

10.8 Summary* 

Table 10-1 f the BMA summary» is a culmination of data for the FX devices 
rnalysed. It identifies a range of system availability numbers created by the 
range of failure rates identified for injection lasers. The range of the 
system availability numbers for normal and worse-case laser reliability are 
not sufficiently different (0.9929 and 0.9921) and give a range on 
avsilability. The availability requirement for the single element of the *l 
is 0.99. 

10.9 Conclusiooa. 

To obtain a 11  availability requirement for the C3 system« the 
following steps should be followed! 

a. Determine the number of LIÜs in each shelter ti arrive at the 
availablity of the shelters. 

A» - AUö  AUCO Agio 

-jhere 

As    - Availability for the shelter 
HlD  - Availability for UD 
n     • Nuatar of LIfti in the shelter 
AUCÜ  - Availability of LIOJ 
^10  - Availability »f BIO 
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b. Determine the evailebility of «11 shelters ia the C3 gyttens. 

where 

^S « Aveilibility ell C^ shelters 
A
gl • AvsilsHUty of shelter #1 
As2 ■ Avtilebility of shelter #2 
Asn " Avsilebility of nth shelter up to 63« 

c. The last step derives the availability of the Ft for a given C3 
aystes. 

^.yg . Ac3i  i^/EICÜ Api Mgr. 

where 

^sys " Availability of FI for C^ ayatea 
^CS« • Availability of all shelters in the C* system 
^T/KICD ■ Availability of tranaponder/EICU 
AF1 Hgr. * Availability of the FI Manager 

With Availability numbers identified to the level that appear» in Table 
10*1, the PZ availability of any eoofiguratijn of C3 Syatesi can be 
identified fro« tht above step«. 

i i _     
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1.0 APPENDIX A 

!•! Communication integration into the FI* 

1.1.1 Introduction. The Flexible Intraconnect (FI) will be used in 
conjunction with a circuit switch and a technical control facility. These 
units are located in separate shelters and perform switching, multiplexing, 
and supervisory functions for telephone users in Air Force operating centers. 
Refer to Modular C3 interface Analysis, Task I OR 15,042, for deployment 
configurations. The circuit switch and tech control are in a serial path from 
the user to the transmission device for loop to trunk calls or those routed 
outside the center. For loop-to-loop calls, only the users and circuit 
switches are involved. 

Since the FI is a tvpe of packet «witch, an additional capability for 
switching, multiplexing, transmission, and supervisory control is introduced 
into the system.   It is the purpose of this part of the study to introduce a 
concept of integration of the packet switching functions performed on the FI 
with those now done conventionally in other units and eliminate their redun- 
dancy. This new capability offers redundant functions to those now performed 
in the circuit switch and tech control. The concept is evolutionary, assuming 
a gradual introduction into the system. 

1.1.2 System functions. Call routing and supervisory signaling!  In 
the present-day system, calls in a typical AF operating center, such as TACC, 
can be analyzed in two groups: Intracenter, or loop-loop calls, and inter- 
center, or loop-trunk calls (Figs. 5-49 and 5-50). Calls are first set up by 
a supervisory signaling interchange between the calling instrument, the call 
processor (CP) in the circuit switch, such as the AN/TTC-39, and the called 
instrument. In the case of trunk calls, an additional supervisory signaling 
interchange is necersary between the local switch arid the distant switch be- 
fore the call connection is wde. When the initial supervisory signaling has 
been completed, the call is made through the switching matrix in the circuit 
switch. When trunk calls are necessary, the routing function in the switch is 
brought into play and trunk groups are formed for transmission to the distant 
switch. Transmission groups are formed from trunk groups in the tech control 
facility (CNCE). The channel reassignment function (CRF) in the CNCE is a 
time-division switch that organises trunk groups into transmission groups des- 
tined for various other switches. The CRF is under the direction of a proces- 
sor in the CNCE« In addition to these functions, network control 
functions need be considered. The network controllers in  the CNCE (and CSCE) 
require reports of traffic statistics fro« the switch and send directives to 
the switch lor control of traffic loads and other network sensitive func- 
tions* These directives and reports are passed between switch and CNCE over 
dedicated 2fcb/ti or 4kb/s control channels* Network control must be exercised 
regardless of the configuration of the communication network and, therefore, 
wast be accounted for in all phases of FI application* 
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1.1.3  FI phases and integration concepts. For purposes of investigat- 
ing the FI integration concepts, the FT can be considered in four evolutionary 
phases. The integration of FI and switching function is incorporated into 
phases III and IV. 

1.1.3.1 Phase I, static polling.  In the static polling phase, all de- 
vices using the FI are permanently assigned a block for transmission of data 
whether or not there is data to be sent. Dedicated circuits are permanently 
addressed to >eir destination and switched circuits are permanently addressed 
to a particular circuit at the switch. In Phase I, there is no iv egration of 
FI, circuit switch, and CNCE functions. Phase I was considered ^> an alter- 
native in Task I because it was the simplest implementation of the FI. Phase 
I h£s since been disregarded as a viable implementation. Phase II will prob- 
ably be the first implementation concept. 

1.1.3.2 Phase II, adaptive polling. Phase II introduces adaptive pol- 
ling wherein devices are not assigned message space on the FI unless they have 
traffic. Dedicated circuits are addressed to their destination and switched 
circuits are addressed to the switch but neither are assigned space on the FI 
until they have traffic. In both Phase I and Phase II, all call processing, 
except LI intercom processing, is done in the circuit switch and not on the FI. 

1.1.3.3 Phase III, adaptive polling, call processing of loop-loop calls 
on FI: In Phase III, call processing functions required for loop-loop calls 
are integrated into the FI. Only that call processing required for trunk 
calls is performed by the circuit switch. 

1.1.3.4 Phase IV, distributed switching of switch and CNCE functions on 
the FI (the concept of circuit translation). In Phase IV, all call processing 
is performed in the switch, but t-here is an interaction with the FI for per- 
forming address translation so that after call processing functions have been 
performed, messages or calls may be addressed directly to their destination, 
thereby bypassing most switch and CNCE switching matrices multiplexing, and 
modern functions. 

Phases III and IV are the integration concepts to be studied. Phase II 
will be used for a comparative evaluation. 

1.1.4  Rationale for determining call processing requirements. In 
Phase III, it was proposed chat all loop-loop call processing could be per- 
formed on the FI, and trunk call processing would be retained by Che circuit 
switch. This arbitrary decision was made to minimise FI complexity. It was 
determined that the complexity of including any of the switch-routing func- 
tions, such as alternate routing Lables, son« restrictions, and sv'tci-to- 
switch signaling requirements would not be warranted due to their complexity. 
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To establish more exactly what call processing requirements were appli- 
cable to FI integration, an investigation of the AN/TTC-39 and AN/TT042 
specifications was made and all the loop-loop oriented call processing func- 
tions were itemized. These are contained in Appendix B entitled "Flexible 
Intraconnect Call Processor Requirements for Phase III Implementation." Also 
included in this document are those network control functions necessarily in- 
cluded on the FI with the assumption of loop-loop call processing functions on 
the FI.  It should be recognized that with the incorporation of the switching 
functions on the FI, it will be necessary for the network controller to gather 
traffic statistics from the FI and impose traffic load control.  This means 
the FI must then be able to issue TCCF reports to the network controller and 
receive TCCF directives. This document is intended to be a top-level summary, 
written in specification format, of requirements that would be imposed on the 
FI were it to assume these call processing functions of the svitch and techni- 
cal control facility. 

1.*.5  Integration concepts: 

1.1.3.1 Phase II.  In the Phase II FI, both supervisory signaling and 
the actual calls are handled in the body of the message as textual data. As 
in Phase I, the switch call processor sets up each call and all calls are 
routed through the switch matrix to their destination. Figure 5-51 shows the 
paths taken by each in loop-loop calls. Figure 5-52 shows the routes taken by 
interswitch or trunk calls. Note: With trunk calls, routing functions and 
trunk group functions come into play in the switch, and the transmission group 
function comes into play in the ONCE. Note further that the single loop-trunk 
call hat traversed the FI three different times to get to its destination, the 
radio« 

1.1.5.2 Phase III* In Phase III» all loop-loop call processor 
functions would be included on the FI* The call processor functions may be 
either distributed In SAUs LIU«, or IICUs or centralized in or near the 
EICU. For purposes of this discussion» a centralized FI call processor will 
be assumed* The call processor will provide sll loop functions now done ir 
the AN/TTC-39 or AN/TTC-42, and all associated control functions, i.e., all 
functions contained in Appendix B. In addition, the CP will provide a 
memory to track the busy status of FI telephone users* This Is to avoid the 
necessity for ACK-NAK In communication transfers on the FI* j 

Figure A*l shows the supervisory signaling and call routing of a loop- 
loop call* Supervisory signaling Is set up between the originator of the call 
and the CI CP* From Its status memory the CP determines that the destination 
Is not busy and transfers the destination address to the originator* The 
originator then addresses the destination directly and maintains the call with 
the destination* The CP monitors the progress of the call and maintains cog- 
nisance at all times for possible priority Interrupts» termination of cells, 
and other required functions* System control functions, such ss report trans- 
mlttal and directive processing sre performed directly from the cell processor 
unit to the CMOS* 
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integrated (loops) CF/FI/TCCF Intracenter call (loop-loop) 

The feature of this «ethod is that local call« say be directly addressed 
from originator to destination so calls are routed over only one path on the 
FI. FI coaplexity is, of course, increased by the addition of the CP, and 
switch coaplexity is correspondingiy decreased» 

In Phase III« the method of handling trunk calls is not changed fro« 
Phase II« 

1.1«5*3 Phase IV. the problem with the Phase III aethod is the burden 
placed on the FI of assuming supervisory signaling functions of the call proc- 
essor* Because of its packet switching nature, the FI performs switching, 
tranasission, and «ultiplexittg functions «ore readily than 5; does the call 
processing functions associated with the»* Therefore, a logical alternative 
to integrating the call processor ou the FI is to integrate only switching and 
sMltiplezing and modem  functions, and leave the CP functions with the switch* 
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But to do this, it is necessary to provide a more direct interchange of infor- 
mation between the FI and switch CP. This is done by adding an address trans- 
lation function either to the CP, or to the FI. In this method, matrix 
switching of the call, trunk group multiplexing, channel reassignment (trunk 
group switching), and transmission group multiplexing are distributed on the 
FI. These are functions which were originally done in the circuit switch and 
CNCE.  In Phase IV, both loop-loop calls and truaking are affected. 

In Phase IV, an address translator would be added either to the FI or to 
the call processor of the circuit switch (AN/TTC-39 or AN/TTC^Z) and to the 
CRF in the CNCE. The function of the address translator would be to allow the 
CP to inform the FI of the destination address in terms of FI addresses. This 
allows the CP to accept calls from the originator over the FI and to inform 
the originator of the new destination address. This feature is the essence of 
the Phase IV method. The method is best described by the following examples: 

1.1.5.3.1  Loop-loop calls: (Fig. A-2). The originating telephone di- 
rects its call to the switch call processor in the usual manner. The switch 
call processor sets up the call with the destination telephone in the usual 

Flexible Intraconnect 
Radios 

Call 
Supervisory  
Control  

Figure A-2. Call processor/Fl integration concepts 
CP/Fl/lCCF separated, Interacting intreceater call (loop-loop). 
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manner by providing the necessary supervisory signaling. When the call is 
ready to be connected, the switch CP informs the originating LI of the FI ad- 
dress of the destination LI through the address translator. The originating 
LI then inserts the destination address into the message and the call takes 
place directly from the originating LI to the destination LI without using the 
circuit switch matrix. Since all stations have access to the data, tne CP 
monitors the progress of the call and exercises any necessary break-in or ter- 
mination procedures. 

1.1.5.3.2  Trunking. It is the loop-trunk calls and trunking that 
demonstrate the most dramatic advantage of the Phase IV concept (Fig. A-3). 
The sequence in making a loop-trunk call is as follows: 

TACC 

Current 
Operations 

r 
i 

Telephone 

i 

r 

LI 

Call  
Supervisory  
Control— 

Flexible Intraconnect 
 /v  

Call 
Processor 

LI 

1— 

Current 
_Plans_ 

T 
t 

""* -- 

i 
i 
i 
i 

LI Telephone 

i 
! 

I  

Radios 

-L-i-.:      --- 

Figure A-3. Call processor/FI integration concepts 
CP/FI/TCCF «eparated, inttractin« lntarc«nt«r calls (trunks)• 
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a. 

b. 

c. 

d. 

e. 

f. 

The originating telephone addresses the switch call processor as be- 
fore. 
Since the call is to go out to a distend switch, the CP consults the 
routing function and initiates supervisory signaling with the dis- 
tant switch over a trunk group supervisory signaling channel. The 
signaling uses the switch matrix and the switch trunk group function 
to address the CNCE CRF. 
The CNCE CRF address translator informs the switch CP of the desti- 
nation address at the transmitter. 
The switch CP then transmits its supervisory signaling messages di- 
rectly to the LI at the transmitter/receiver bypassing the CNCE. 
When the supervisory signaling process is complete with both the 
distant and the originating telephone, the call connection is ready 
to be made. 
At this point, the switch call processor knows the address of the 
destination LIU at the transmitter receiver and informs the origi- 
nating LIU of its address. 
The originating LIU then transmits the call directly to the radio 
LIU bypassing the switching matrix and trunk group multiplexing 
functions in the circuit switch, and the CRF and transmission group 
function in the CNCE. 

Notei Neither the switch nor the CNCE relinquish any control of the 
signal path to the FI. Both switch and CNCE maintain positive control of the 
destination of  the signal as in conventional methods. It is only the path of 
the signal that bypasses both units. 

In the above discussion, one important function was omitted for clar- 
ity. That is the formation of trunk groups in the switch and transmission 
groups in the CNCE. The call must be a part of a trunk group when it leaves 
the switch and that trunk group must be a part of a transmission group when it 
leaves the CNCE. In the formation of a trunk group or of a transmission 
group, the telephone channel can be completely described by an address. These 
addresses are in fact used in forming the multiplexes in the trunk group func- 
tion and transmission group function and, therefore, are available from the 
switch and CNCE for use on the FI. The destination address, which the CP 
eventually sends the originating LI, can then contain the address description 
of the destination trunk group and transmission group. In this way, the multi- 
plex is formulated at Its destination LI, I.e., in the radio, and can be 
transmitted through the transmission system In its customary form; a serial 
TDM signal. 

The main advantage of this system Is the redaction In the number of 
tines the signal muct traverse the bus from three to one, with additional ad- 
vantages of eliminating the switching matrix and trunk group functions from 
the switch and the CRF and transmission group functions from the CNCE. (How- 
ever, some of that capability would be required for supervisory signaling). 
Also, there is an additional advantage« There would be no need for the trans- 
mission devices in the CNCE and switch, i.e., modems, and COMSEC equipment 
would not be necessary for loop and trunk traffic« 
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APPENDIX B 

Flexible Intraconnect (Fl) Call Processor (CP) 
Requirem^rLS For Phase III Implementation 

1.0 GENERAL 

In the Phase III implementation of the FI, certain circuit switching and 
technical control functions are integrated with FI functions. This generates 
the requirement for a call processor function on the FI that was foncerly 
performed in the circuit switch. The requirements for that call processing 
function integrated with the FI is defined here. The FI call proc«>s«»or will 
service all local loops that terminate on the FI within a tactical Air Force 
oper&cing center. The assumption is made that all calls directed out of the 
center will be routed from the Fi CP to & circuit switch for disposition. 
Those technical control functions which are to be integrated with the FI will 
be listed separately from the caU processor. 

2.0 CALL PROCESSOR REQUIREMENTS 

2.1 Signaling and Supervision. 

All subscriber lines shall employ the signaling and supervision 
technique compatible with th<* end instrument terminated thereon. The 
signally and supervision techniques for these end instruments is described in 
Paragraph 3.!.:.3 of TT-B1-1101-00014 and TT-A3-9002~0017. 

2.1.1 Inlormation signals. The CF shall be capable of generating and 
transmitting to subscribers aud trunks a series of audible tone signals or 
recorded announcements which shall be used to inform the subscriber of the 
progress or disposition of a call. The characteristics of those tone signals 
to be used which are not presented in or are different from MIL-STIM88-100 
shall be as specified in Table B~l. In addition, distinctive line-busy ami 
trunk-busy tones shall be provided. 

2.1.2 Circuit twitch service. In addition to the basic service of 
establishing connections between subscribers on a direct dialing basis, the CP 
shall be capable of providing circuit switching services through raoiular 
hardware and software implementation as specified herein. Those services 
having a special access signal will not be offered to telephone instruments 
incapable of exercising them, e.g., the signaling of a precedence indicator 
from a dial-pulse telephone« 

2.1.2.1 Precedence and preemption. Circuit-switched subscribers on the 
FI shall be capable of estaolishing local, interswitch, and extra-twitch calls 
(with precedence compatible switches) using a five-level precedence and 
preemption service. When a call (any type) is established, all connection» 
shall be maintained at the precedence level assigned by the originator of the 
call regardless of the precedence level authorised to other participanta in 
the connection. 

i 
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TABLE B-l. AÜXILIAÄt INFORMATION SIGNAI-S 

Signal 

Conference notiflerntIon tone 

Broadcast conference notification tone 

Lock-out tone 

Conference disconnect tone 

Nonsecure warning cone 

Call transfer dial tone 

Frequencies    Level -IdBm 
(Hz)      (at a ~4dBr TLP) 

350/620(mixed) -14 

500 -14 

350/480(a1xed) - 7 

480/620(mixed) -14 

1050 -24 

1050 -14 

The interrupt rates for the above tones shall be as follow: 

tone on 
Slsnal Sate (sec) Tone off 

Conference notification tone Burst 1*0 — 

Broadcast conference notification tone Burst 1.0 — 

lock-out tone Continuous — — 

Conference disconnect tone Burst 1.0 — 

Nonsecure warning tone 20 IFM 0.5 2.5 

Call transxer dial none Continuous — — 

Intercept tone (recorded muoomcmmt) 

i 
■ \h 
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The five levels, in order of descending precedence» shall be FLASH 
OVERRIDE (FO), PLASH (F), IMMEDIATE (I), PRIORITY (P), and (ROUTINE) (R). 

Through class of service marks, it  shall be possible to assign any 
procedence level as the maximum authorised pecedence for a subscriber line. 
The assignment shall be readily alterable on-line from the SSF. 

2,1,2.2 Conferencing. The FI CP shall be capable of providing three 
types of conference service: Progressive, preprogrammed, and broadcast 
Conference privileges shall be assigned to subscribers through classmark 
service that fhall be software programmed (class~of-service marks) and readily 
alterable. The conference capability for switches shall be six conferences of 
five parties each per 750 terminations or less. 

2.1.2.2.1 Progressive conference. A progressive conference shall be 
based on the technique «hereby the subscriber or attendant calls each conferee 
in sequence, waiting and verifying the success or failure of connecting the 
called conferee into the conference before calling the next one. 

The conference originator shall have complete coctrol of the conference 
at all times. By rekeying the conference key, the conference originator shall 
be able to cancel a call to a potential conferee before the called line is 
answered or in case the called line is busy. He shall be able to add new 
conferees, after the previously called conferee has answered or is released, 
by keying the conference key followed by the address of the desired conferee. 

A progressive conference shall be capable of handling up to 19 conferees 
plus the originator. 

2.1.2.2c2 Preprogrammed conference. A preprogrammed conference shall 
be based upon establishment of a conference from a software programmable list 
of predesignated subscriber conferees. The conference may contain conferees 
«ho are local subscribers to the switch, and also conferees «ho are 
subscribers to remote switches and therefore may be accessed via the remote 
snitch's conference bridges. 

For a 750 termination Fit the switch program shall be capable of storing 
a minimum oi 20 preprograasMid conference froups. The conference grouping 
capability for other switch sixes shall be linearly prcportinal. A 
preprogrammed conference group at any switch shall be capable of handling up 
to a maximum of 19 conferees plus the originator, and may be capable of being 
combined with other preprogramed conference groups at either the local or 
distant switches to form a larger conference. 

2.1.2.2.3 Broadcast (announcement) conference. The broaJcatt 
conference shall be baaed on the technique described for progressive and 
preprogrammed conferences. The broadcast feature shall be capable of serving 
up to 3C conferees including the originator. 
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2.1.2.3 Call transfer. The CP shall provide call transfer service to 
circuit switched subscribers assisrned this privilige. 

Any one of the subscribers on a circuit switch or the CSF attendant 
shall be capable of having his directory r.umhe' transferred to another 
directory number. However, the maximum number of simultaneously transferred 
subscribers per 730 termination circuit switch shall be 40. The capability 
for other circuit switches shall be linearly proportinal. 

The subscriber shall be capable of initiating this service from his 
telephone instrument by first oialiag a special access code and then dialing 
the directory number to which he desires his calls to be transferred. The 
telephone instrument shall still provide the capability to place outward calls 
while in the call trmsfer condition. When a subscriber line is in the call 
transfer condition the circuit switch will send a unique dial tone to the 
telephone. 

2.1.2.4 Compressed and abbreviated dialing. The CP shall be capable of 
providing compressed and abbreviated dialing to subscribers. 

2.1.2.4.1 Abbreviated dialing. The FX CP shall provide abbreviated 
dialing on a switch-wide optional basis. The abbreviated dialing feature 
shall allow the CP to complete local calls when any subscriber dials only the 
last three or four digits of the called party's seven-digit number. 

2.1.2.4.2 Compressed dialing. The CP shall provide Compressed 
Dialing. The subscribers so designated may dial a two-digrt number plus 
"end-of-dial''1 (EOD) to rea^h another subscriber. The CP shall translate the 
two-digit code and route the call to the called party. Compressed dialing 
shall be provided in two categories: Common-pool c-impressed dialing and 
individual compresi>ad dialing. 

a. Common nool-ccmpressed dial service. The 7S0 termination PI shall 
have the capability for a maximus of five comnon pool directories, each 
directory capable t>f containing a maximum of 60, two-digit dial codes. 
Subscribers authorised comwon-pool access would be class-marked according Co a 
particular common-pool directory, and a subscriber authorised access to one 
directory will have access to all the codes within that directory, but would 
be denied access to any other directories. 

b. Individual compressed dial. In addition to the common-pool 
capability, the PI shall alao provide one additional directory of 80 codes, 
each to be used on an individual basis, i.e., those subscribers that are 
class-marked lor access to this particular directory can be further 
class-marked for access to specific individual entries it the directory. Aa 
indicated, access to this individual compressed dial directory will be 
restricted to those subscribers appropriately class-marked. A subscriber with 
access to this directory will not have aeeeaa to any comano-pcol directories. 
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2.1.2.5 Call forwarding. A subscriber may forward an incoming call 
chat he has received, to another subscriber of his selection by use of the 
Attendant Recall feature (see Paragraph 2.1.2.9). 

2.1.2.6 Secure call code/key conversion. The circuit switch shall 
provide for secure call mode and key conversion for properly class-marked 
loops and trunks terminated on the SDMX for secure calls between incompatible 
voice security equipment. 

Initial signaling by loops and trunks employing the feature shall be 
transmitted and processed in the clear. The circuit switch shall determine 
from the class-marks the requirement to institute a mode or key conversion. 

2.1.2.7 Automatic line grouping. The circuit switch shall provide 
automatic idle-line hunting service for properly class-marked circuit switch 
subscribers. Up to 32 individual hunting groups shall be provided. Each 
group shall be capable of accepting from two to five subscriber lines. The 
features provided by this service shfill be as follows: 

a. The subscriber addresses in a hunting group need not be arranged in 
an orderly numerical sequence. 

b. Hunting for an idle line in the group will occur whenever the called 
nucaer in a group is busy. 

c. In the event all lines in a group are busy the calling party shall 
be returned a line busy tone. 

c. When a preemptive call experiences an "all lines busy1' condition 
within the called group and the calling precedence is higher than at least one 
of the busy lines, the lowest precedence busy line shall be preempted and the 
higher precedence called connected to it. 

2.1.2.8 Direct-access service, the CV shall provide Direct Access 
Service (DAS) to 10 percent cr 40 of the available lines (whichever is 
greater), via the switched cooMinteations network. 

DAS imitates sole-user service, i.e«, if subscriber A goes off-hook, the 
circuit switch shall Uuediately establish a connection to subscriber B. 
Subscriber A may only accept calls from subscriber B. These conditions also 
hold in reverse for subscriber B. 

2.1.2.9 Attendant recall. It shall be possible for a subscriber to 
call or recall the Call Service Function (CSF) attendant* To initiate a call 
to the attendant, the subscriber would enter the precedence of the call, if 
any. aad then ths digit "0". To recall the CSF attendant while a call is in 
progrfcas, either subscriber any enter the digit "0". The precedence of a 
recall is the sane as the precedence cf  the call in progress, the all  or 
recall request shall b^ stored in the appropriate precedence queue at the 
CSF. The CSF attendant shall be ably to extend either or both parties of a 
recalling connection to any other termination to which they may be authorised 
acctss. the CSF attendant may make these extensions at any precedence ^evel. 
Either recalling party may release himself ftom  the connection without 
releasing the connection between the CSF attendant and the remaining recalling 

party. 
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2.1.2.10 Data service.  The CP shall provide real-time switchirg for 
data subscribers. Subscribers shall operate in accordance with 
TT-A3-4002-0015 r.id TT-A3-9002-0017 as applicable. Data services shall be 
provided for terminals operating with: 

a. /UiTOVON signaling and supervision; 
b« Digitial loop signaling; and 
Cv TA-34i signaling and supervision 

The CP shall be capable of routing connections for circuit-switched data 
subscribers over circuit trunks to other switching centers and over 
intra-switch trunks to the S&F Module for S&F «ervice. 

2.1.2.12 Class-of-service marks. The CP shall supply call service 
privileges an exercise restrictions to subscribers through the use of stored 
propram class-of-service marks. These shall be easily alterable by the switch 
attendant (SSF). The CP shall be capable of processing ciass-of-service «arVi 
as required to satisfy this specification and shall provi<*4 for up to 100 
unique services. Any noaber of these class-narks may be assigned in any 
combination to sll subscribers on an individual basis* As a minimum, th^se 
shall include: 

a. Maximum level of precedence 
b. Progressive conference privilege 
c. Preprogrammed conference privilege 
d. Broadcast conference privilege 
e. Call restriction to preprogramned conference only 
f   Subscriber instrument classification 
%.      Trunk signaling classification 
').  Restriction on subscriber dialing access 
x.      Direct access service (hot^Kne) 
j.  U-ss essential subscribers for traffic load control 
k.  Automatic line group hunting 
!•  Compressed dialing privilege 
m.  Call transfer privilege 
n.  Secure cal! ^rivilige 
o.  Security level 
p.  Data service 
q.  Data equipment type 
r.  Spill forward. 

:i 
>>/ 
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2.1.2.11.1  Intercept. An intercept feature shall be included in the CP 
that shall provide for the return of a recorded announcement (see Table B-l) 
to the calling voice subscriber when the number dialed does not exist, is 
unassigned, or is marked disabled. 

2.1.2.12 Zone restriction.  The CP shall provide the capability to 
prevent any subscriber access line or any PBX trunk from completing calls to 
designated destinations. 

A calling subscriber or PBX may be restricted from accessing any 
combination of the following: Area codes, switching center codes, conference 
codes. This zone restriction shall be accomplished in the originating 
switching center and zone restriction assignments in any one switching center 
shall be indeptndent of the zone restriction assignments in any other 
switching center, 

3.0  NUMBERING PLAN 

3*1  Fixed directory codes. 

A fixed directory list shall be provided to assist in locating roving 
subscribers, and a similar list shall be provided to assist in locating roving 
units. The Fixed Directory Subscriber List (FDSL) shall initially consist of 
200 entries, expandable to 3400, indexed by a five-digit code, and shall 
identify a fixed subscriber number and memory location to direct the call to 
an outgoing trunk or to a local terminal« 

The Fixed Directory Unit List (FDÜL) shall consist of 100 entries and 
shall identify a fixed unit number and memory location to direct the call to 
an outgoing trunk or indicate the code as a home code. 

3,2  Fixed directory translator table, 

A directory translator table shall be provided for translating fixed 
directory codes into routing information to roving subscribers and units. 
Initial storage of 300 fixed codes and associated routes shall be provided, 
with modular expansion in segments of 400 such codes up to a total capacity of 
3500 codes and routes. Fixed Directory information shall be alterable at each 
switch from the console of the switch supervisor function (SSF) at the same 
switch. 

4.0  TRAFFIC LOAD CONTROL 

$:■ 

The CP shall include programming, whereby the traffic offered to trunks 
by subscribers can be controlled during peak busy loads. This shall be 
accomplished in two stages:  (1) By restricting less-essential subscribers 
access to trunks, and (2) by restricting less-esserKal subscribers from 
initialing calls« 

Traffic load control initiation shall be initiated automatically by the 
circuit switch as the traffic reaches preset levels, or it may also be 
initialed manually fro& the SSF. The preset traffic levels shall be capable 
of being introduced and changed from the SSF through readily alterable 
software programming. 
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4.1  Subscriber levels« 

The CP shall provide five levels of traffic load control. Each directly 
connscted subscriber shall be assigned to only one level of traffic load 
control. 

^.2  Traffic level thresholds. 

The circuit switch shall implement traffic load control automatically 
when present thresholds are exceeded by the traffic load during a measured 
period of time. The time periods shall be variable between one and fifteen 
minutes in increments of one minute. The circuit switch shall provide the 
capability for altering the time period from SSF. The CP shall provide 
traffic metering capabilities which shall bereset to zero at the end of each 
time period. 

Switch access restriction shall be applied when the cumulative number of 
calls originated by subscribers exceeds preset thresholds. 

4.3 Traffic metering. 

Tne CP shall include the capability measure and record the following 
traffic events; 

a. Total number of originated loop calls (precedence and routine); 
b. Number of calls offered per trunk group (precedence and routine); 
c. Number of ATB situations encountered P^r trunk group; and 
d. Number of calls preempted per trunk group. 

4.4 Control subsystem responfee to TCCF directives. 

The control subsystem shall» in general» automatically execute TCCF 
directives. When the supervisor/maintainer position is maimed and the 
accpet/override feature is activated, the control subsystem shall display the 
TCCF directive to the supervisor/maintainer and shall execute the directive 
when so indicated by the supervisor/meinteiner« 

5.0 TIMB-OÜTS 

The CP shall provide a series of readily alterable time-out functions. 
These time-outs shall be selectable by traffic supervision and adjustable from 
0 to 5 minutes in one second increments. These shall include, but not be 
limited to, those described in the subsequent paragraphs. 

5.1 Common control functions« 

A time-out capability shall be provided «hereby any portion of the 
common control shall releese itself from performing further functions when the 
assigned time limits for each functions ere exceeded. 
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5.2  Line circuit time out* 

A time-out capability shall be provided whereby a line circuit shall be 
placed in a lock-out condition when a subscriber exceeds set time limits for 
dialing a call. These limits shall include: 

a. Time limit after receipt of dial tone until first digit is received; 
b. Time limit between digits; 
c. Time limit between call disconnect and subscriber on-hook; and 
d. Time limit after preemption and on-hook condition. 

This table itemizes those network control functions which are affected 
by the integration of the switch CP with the FI as indicated in the proposed 
Phase III implementation#  Since some network control functions interact with 
more than one network element the "S" and "I" entries denote which element is 
affected by going from the Phase II concept to Phase III. 

6.0  SUMMARY OF SWITCHING AND TECH CONTROL FUNCTIONS FI PHASE II VS PHASE III 

Function 

Call Processing & SPVSR SipAling 

FI 
IHT 

(Phase III) 

Loop 
Intercenter Trunks 
Intracenter Trunks 

Matrix Switching 

Traffic Status Reporting 
Call Statistics 

Calls Blocked 
Dial-Tone Delays 
Total Calls 
Preempts 

Trunk Statistics 

Trunks Busy 
Calls Prftempted 
Trunk LOS 
Trunk GR Out 

Traffic Status 

Routing \ 
Classmarks I 
Load-Control L«vel\ 
Zone Restriction I 
Call Inhibit     / 

I 
S 
I 

I 

I 

s 

s 
s 
I 

I 
s 

Interacting Elements 
(Phase II) 

Device 
Switch 
Switch 

Switch 

Switch 
Switch 
Switch 

Switch - CNCB 

CNCS - CSCE 

Switch - CNCE 
CNCE  CSCE 
SWClT- SW(n) - CNCE 

Switch - CNCE 
CNCB - C8CS 
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SUMMARY OF SWITCHING AND TECH CONTROL FUNCTIONS FI PHASE II VS PHASE III (Concl) 

Function 
FI 
INT 

(Phase III) 

Traffic Control 

Traffic-Load Control 
Call Restriction 
Trunk Restriction 

Class Mark Table Mod. 
Routing Tables 
Fixed Directory 
Trunk Group Mod 
Zone Restriction 
Call Inhibit 
Digit Translation 
ALT« Area Routing 

I 
S 
I 
s 
I 
s 
I 
I 
I 
s 

Loops I 
Intercenter Trunk Groups s 
Xntracenter Trunk Groups I 
XMSN Groups S 

Channel Reassignment Function 

Intercenter Circuits 
Dedicated S 
Switched S 

Local Circuits 
Dedicated I 
Switched X 

Control Conwunication Supervision 

Ordervired S 
Telesetry 8 

Interacting Elements 
  i «I   ■  » 

(Phase II) 

Switch 
Switch 
Switch 
Switch 
Switch 
Swtich 
Switch 
Switch 
Switch 
Switch 

CNCE* 
CNCE - 
CNCE - 
CNCE - 
CNCE - 
CNCE - 
CNCE - 
CNCE - 
CNCE - 
CNCE - 

- CSCE 
CSCE 
CSCE 
CSCE 
CSCE 
CSCE 

CSCE 
CSCE 

CSCE 
CSCE 

Quality Monitoring, Network Fault Detection & Diagnosis 

Switch - CNCE 
Switch - CNCE - RADIO 
SW(1) - SW(n) - CWCE 
CNCE - RADIO 

CNCE - RADIO 
Switch - CNCE - RADIO 

Device - CNCE 
SW(1) - Stf(n) CNCE 

CNCE - XMSN Syst 
CNCE - RADIO 

Legend 

PI Integrmtiom 

I Intended Integration With FI Functions (Loop-loop functions only) 
S Function Reatains Separate Fro« FI 

SW(1) - SW(n): A switch to switch interaction within one center 
(Trunk or Trunk Group) 

*    CNCE - CSCE - Interaction Mot  Integrated* 
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1.0 APPENDIX C 

1.1 Multiribbon cable analysis. 

1.1.1 Data bus concept. The concept of using a flat cable configura- 
tion as the intrashelter data bus was discussed in the previous study phase. 
This data bus uses 350 feet of twisted-pair flat cable composed of twenty 
twisted-pair wires. The data requirement for each twisted pair is 5Mb/s NRZ 
with a goal of 10 Mb/s NRZ. The bus must be able to interface up to sixty- 
four peripherals spaced along the 350 feet. 

To demonstrate the feasibility of this configuration and to determine 
system parameterst a partial configuration of this data bus was constructed 
and tested in the laboratory. 

1.1.7. Hardware considerations. The lab bus consists of four 100-foot 
sections of 20 pair Twist'N'FlatTM planar cable from Spectra-Strip. The 
Twis^N'FlatTM 20-pair cable consists of stranded 28 AWG round conductors 
insulated with color-coded PVC, twisted into pairs and laminated between lay- 
ers of PVC film to form a planar cable. Twisted pair sections 18 inches long 
alternate with 2-inch flat sections in which the conductors are laminated in 
parallel on 0.05 inch centers. The flat sections are used as termination 
points for Insulation Displacement Connectors (IDCs). 

Refer to Figure C-l for the system configuration. Up to 22 driver/re- 
ceiver pairs can be connected to the main 400-foot cable via six-foot 
TVist'N'FlatTM cable stubs. The six foot stubs were made by dividing some 
20 pair TVist'N'FlatTM cables into two ten-pair cables. Insulation Dis- 
placement Connectors are used to connect the 100-foot cable sections together 
and the stubs to the cables* The 22 driver/receiver pairs are divided up on 
four wire-wrap boards with six pairs on each of three boards and the other 
four pairs on the fourth board. This is a compromise between one common power 
supply with one ground return and 22 power supplies with 22 separate ground 
returns. Only the main 400-foot cable is terminated at both ends. The stubs 
are not terminated. The single-point ground concept is used since this is the 
probable ground configuration in an actual system. 

The line drivers are SN75U3 dual differential types with 3-state out- 
puts, taal in-line switches on each wire-wrap board provide for controlling 
the 3-state mode. The high^-lmpedance state control for each driver output is 
essential since only one driver can transmit on the data bus at a time. The 
line receivers are SH75115 dual differential types. Figure C-2 shows one-half 
of a dual in-line pack each for the driver and the receiver. Low-power 
Schottky TTL gates are used to buffer the input signal to the drivers from the 
data generator. When the high-impedance (HiZ) control line is grounded9 the 
driver is placed in the high-impedance output mode. 
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Figure C-3 shows the hardware setup. The complete setup in Picture A 
shows the electronics, test equipment9 and the 400~foot main cable with all 21 
stubs connected to it at approximately 20-foot intervals. Both ends of the 
main cable are terminated at the box shown in Picture B. Even though only one 
twisted pair is used in the stubs and main cable for most tests, several other 
pairs of the main cable are terminated. These pairs are used in the crosstalk 
tests described later. The single-point ground is the bus bar on the box in 
Picture B. The terminating resistors and the wires from each power supply are 
connected at this bus bar. This single-point ground configuration was shown 
in Figure C-l. The four wirewrap boards are mounted In the electronics chas- 
sis shown in Picture C. The two connectors at the top of the chassis are used 
as test points for monitoring. The data generator input for each of the four 
boards is provided by the BNC connectors on the lower front of the chassis. 

The test equipment used in obtaining the data is as follows: 

a. HP 182A Oscilloscope 
b. HP 197A Oscilloscope Camera 
c. HP 5246L Electronic Counter 
d. HP 3760A Data Generator 
e. HP 3300A Function Generator 
f. Mclntosh 60 Audio Amplifier 
g. Solar Electronics Type 6220-IA Audio Isolation Transformer 
h. Laboratory Power Supplies 

The HP Data Generator provided both the square wave (1010) waveforms and 
the pseudo-random data sequence. 

1.1.3 Theoretical considerations. The test configuration shown in Fig- 
ure C-l incorporates several important results and conclusions from transmis- 
sion line theory. A balanced» twisted-pair transmission line is used. Exter- 
nal transverse magnetic field noise induces equal and opposite currents on the 
line because of the adjacent twists on the wires. Thus, this noise is cancel- 
led out. Also, both wires are almost equally affected by electrostatically 
coupled noisa, assuming perfectly balanced lines. This, along with any system 
ground potential differences» results in a net common-mode signal with respect 
to the system ground return. Thus the noise appears at the receiver input 
terminals as a common-mode signal» while the driver output appears as a dif- 
ferential signal. 

If the differential receiver has a sufficiently high common-mode operat- 
ing range, It can discriminate between the noise and driver signals. The 
ground return connection between the differential line driver and receiver is 
not part of the signal circuit« Thus, system performance is not affected by 
circulating ground currents« In a high BII environment, differential Opera- 
tion should provide the noise immunity necessary for feasible system opera- 
tion« The line receivers chosen for this test have a ♦ I5v common rode input 
voltage range. 
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Complete Setup 
Cable Electronics 
Test Equipment 

Line Termination 
and Single-Point 
Ground Box 

Electronics Chassis 

Figure C-3. Hardware setup« 
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Every transmission line exhibits a characteristic input inpedance desig- 
nated ZQ, if the operating frequency is above approximately 100 kHz, this 
characteristic impedance is best approximated by the lossless line equation: 

Zoml/h 

where:      C u  line capacitance per unit length. 
L ■ line inductance per unit length. 

When the transmission line is terminated by a resistance equal to the 
line's characteristic impedance» line reflections at the termination are vir- 
tually eliminated. This allows the system to operate at high data rates since 
there are no reflections from one transmitted pulse to interfere with the next 
pulse. The Twist'H'PlatTM cable has a characteristic impedance of approxi- 
mately 105 ohms. So the line in the lab is terminated with two 51.1 ohm re- 
sistors in series. 

Figure C~4B shows the two tests for termination with one side of each 
connected to the ground. Since R, or \    « Rinf most of the noise cur- 
rent will flow through Rj or R^ t0 the ground. Usin« this termination 
technique» the common-mode noise at the receiver will be significantly reduced. 

After the lab system was built rnd many oscilloscope pictures had been 
taken» it was discovered (Appendix A) that this configuration was not opti- 
mum. However» it remains so all results obtained from the tests could be cor- 
related. In an actual configuration» the line termination resistors should be 
ac coupled to ground using large-value capacitors. 

Stub length is another important consideration. Since the stub is un- 
terminated at either end» it will produce reflections on the data bus. The 
permissible stub length is directly dependent upon the risetime of the signal 
at the stub-line location. A detailed discussion of this dependence it found 
in Reference 1. The total propagation delay» T» of a line of length 1 iss 

T • 1\/LC 
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Line A - 

Line Receiver 
Equivalent Input 

1 

Line B -- 

RT « Z0« 105 ß 

R. « 5kn » 2^ in       o 

Equivalent Circuit 
of Line A or B 

Figure C~4A. Single resistor termination. 

Line A — 

W 

Line B -- 

Line-Receiver 
Equivalent Input 

Equivalent Circuit 
of Line A or B 

R. » 2o in 

Figure C~4B. Two resistor tervinstion. 
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where L and C were defined earlier. This tine delay should be made very short 

in comparison to the risetine» tr9 of the signal at the stub location in or- 
der to have minimal reflections. A risetiae to propagation delay ratio great- 
er than 8 to 1 is considered adequate to prevent the stub from affecting the 
signal quality. The Twist'N'FlatTM ca|,xe has a propagation delay of 1.7 
nanseconds per foot. For a 10Mfc/s RRZ signal» the fundamental frequency is 5 
MHz. The minimum risetime of this frequency, f. is: 

■ 70 nanoseconds 

This allows the stub propagation delay, T , to be: 

T " g"" ■ Q"" ■"8 »75 nanoseconds 

and the corresponding stub length, I, is: 

m T | 

1.7 nanoseconds  1.7 

The stubs for the lab test are six feet Ion*. This allows a realistic 
test of the stub's affect upon the signal. 
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1.1.4 Data patterns. Two types of data patterns are used in testing. 
The first type is alternate ones and zeros. This pattern allows the signal 
delay, risetime, ringing and other characteristics to be deterained. The 
other type is a pseudo-random data pattern. Each pseudo-random sequence (PRS) 
used in the lab system contains 215 -i bits. This PRS allows the generation 
of an oscilloscope eye pattern for measuring data signal quality. The PRS is 
generated by an HP 3760A Data Generator. Several data parameters can be ob- 
tained from the eye pattern. Signal rise and fall times can be measured and 
peak-to-peak signal transition jitter can be determined.  Signal undershoot or 
overshoot can be seen and be used to determine whether the transmission line 
is properly terminated. The eye "openness" is a measurement of the system 
frequency response margin. The eye pattern is detailed in Reference I. 

1.1.5 Line driver coanoo^mode problem. A problem exists with line 
drivers in the 3-state mode when negative common-mode signals more negative 
than aproximatelv -1 volt are present. Thifc is detailed in Appendix C-l. The 
substrate diode between the driver's output pin and the substrate starts 
conducting when the output is more negative than the substrate by approximate- 
ly I volt. This can degrade or burn out the integrated circuit or the bond 
wires. This is not dependent on the positive supply voltage to «"he driver. A 
new type of party-line driver eliminating this problem is expected to be 
available next year. This phenomona ic shown in the Figure C-20C scope pic- 
ture and is discussed in the coonon-mode voltage section. 

1.1.6 Initial teat. After one wirewrap board waa completed, a test 
was conducted using just the main transmission line without the stubs. One 
driver and one receiver were connected to the line. The receive«: end of the 
line was terminated using two 51.1 ohm resistors to ground return. The 100- 
foot cable sections were left in rolls. All data were taken with respect to 
ground; no differential measurements were taken. The schematic in Figure C-5 
show the points at which the data were taken. 

From 
Dita 
(»efieratof figure C->. Data teat points, 

J*. 
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Figures C-6 and C-7 show the results. The data was simulated 10Mb/s NRZ 
except for the last two pictures of Figure C-7, which were 5Mb/s HRZ. The ar- 
rows pointing to specific spots on each waveform show the propagation time de- 
lay due to the driver/receiver logic and/or the cable delay. 

The following observations can be made concerning the pictures in Fig- 
ures C-6 and C-7. 

Note the rounding of the REC IN waveform as the line length in- 
creases. This is due to the difference in attentuation and propagation veloc- 
ity of the signal frequency components. This is discussed in Reference 1. In 
essence, the higher frequency components propagate down the line faster» but 
are attenuated more, thaa the low frequency components. This phenomona mani- 
fests itself by a relatively faat initial rise of the line output signal as 
the high-frequency coirponents arrive first. The later arrival of the low- 
frequency components cause the signal to rise to the final value more slowly. 
Also the additional capacitance of the longer cable limits the cable's fre- 
quency response. 

The propagation delays of both the driver and receiver is approximately 
35 nanoseconds (ns). The propagation delay of 400 feet of cable is approxi- 
mately 750 nanoseconds. So the propagation delay of the c^ble per foot, d > is 

750 ns - 35 ns . 1.79 n8/ft 
400 ft 

Even though the cable lengtlis and the scope picture measurements are not 
exact, this agrees quite closely with the published d* 1.7 ns/ft. 

At 400 feet, the receiver waveforms at 10Mb/s NRZ look good. These re- 
sults allowed continuation with the more realistic test configuration shown in 
Figure C-3. 

1.1.7 Test configuration* All the following tests were run using the 
hardware shown in Figure C-3. The text configuration followed Figure C-l with 
the function generator, audio amplifier, and isolation transformer connected 
only during the common-mode signal tests. 
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Figure C-6.  Initial lent  results. 
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Figure G-7. Initisl test results. 
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All data were taken single-ended with respect to the ground for that 
particular wire-wrap board.  The Driver Out and Receiver In data were taken on 
the inverting (HAND) terminals. The Driver In data were taken right at the 
input to the drivers. 

The propagation delay in a driver/receiver pair was measured at approxi- 
mately 34 nanoseconds. This was measured on the scope using a driver/receiver 
pair wired together on one of the wirewrap boards. The same driver/receiver- 
pair frequency response was checked up to 25Mb/s NRZ using the pseudo-random 
sequence data and observing the eye pattern on the scope. The eye pattern was 
excellent up to 25Mb/s. This verified that the driver/receiver was not the 
limiting factor in the system frequency response. 

1.1.8 Test using 100-foot cable with stubs. The first test performed 
with the full test setup used 100 feet of cable with up to 21 stubs connect- 
ed. The stubs were equally spaced approximately every 5 feet along the 
cable.  Stub number 1 was at one ead of the cable and stub number 21 at the 
other end. Figures C-8, 9, and 10 show the results of this test. 

Comparing Picture 8A with 8B, one can note the amplitude decrease of 
both the Driver Out and Receiver In when the line is driven. As stubs are ad- 
ded, the Driver-Out waveshape does not change as drastically as the Receiver 
In, which becomes more sinewave in shape. This is due to the added cable ca- 
pacitance limiting the frequency response« 

The propagation delay between Driver Out and Receiver In in Picture 8B 
is approximately 220 nanoseconds. This same delay in Picture 8F is approxi- 
mately 240 nanoseconds. Apparently the 15 stubs with their impedance load on 
the line make the line length electrically longer than the 100-feet of main 
line plus two stubs. 

The waveforms for Pictures 8F and 9D are similar. 

The eye patterns show the frequency response of the system. The re- 
sponse is excellent at lOMb/s NRZ as shown in Pictures 9E, 9F, and 10A. The 
eye is closing in Picture 10D, at 15.6Mb/8 NRZ and is closed at 17.4M Bits NRZ. 

Cable length of 100 feet should support 10M Bits NRZ easily. 
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Figure C-8.     100-foot cable with stubs. 
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Figure C-9,     lOO-foot cable with stuos. 
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Figure C-10.  100-foot cable with stubs. 
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1,1.9 Test using 400-foot cable with up to 21 receivers. In this test» 
all 400 feet of cable were used with up to 21 stubs» each connected to one re- 
ceiver. The stubs were equally spaced approximately every 20 feet along the 
cable. Stub number 1 was at one end of the cable and stub number 21 at the 
other end. Figures C~ll through 14 show the results of this test. 

The waveforms and eye pattern of all 21 stubs on the first 100 feet of 
cable. Pictures OllA and -11B, are very similar to the corresponding Pictures 
9A and 10A of the 100 foot cable in Figures C-9 and C3-10. This is a good in- 
dication that the lines are properly terminated and thus the extra 300 feet of 
line presents just an equivalent dc load to the driver. 

Picture C-13 shows approximately 890 nanoseconds delay from one end of 
the cable to the other with all stubs on the line and 21 receivers connected 
to the stubs. With just one driver and receiver at opposite ends of the 400 
foot line using no stubs, the approximate delay is 730 nanoseconds as shown in 
Figure C-7, Pictures C and E. So the 21 stubs and 20 extra receivers effec- 
tively increase the electrical line length. Most of the increase is probably 
due to the capacitance of the unterminated stubs. 

The time delays at various points on the cable were measured with the 
driver on Stub 1. The results are tabulated in Table CM. These values in- 
clude the 34 nanoseconds propagation delay in a driver/receiver pair. 

_i 
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Figure C-ll. 400-foot c«eJ« with up to 21 rec«iv«re 
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Figure C-12. 400-foot cable with up to 21 receivers. 

•m 
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Figure C-I3.    400-foot cable with up to 21 receivers. 
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Figure C-14. 400-foot cable with up to 21 receivers. 
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TABLE C~l.  SYSTEM DELAYS, 

Stub 
Number 

Delay 
(Nanoseconds) 

90 

Stub 
Number 

9 

Delay 
(Nanoseconds) 

2 410 

3 135 17 740 

4 170 18 800 

5 215 19 830 

6 265 20 880 

7 310 21 890 

8 360 

In Pictures C-UC, -12B, and -12C the SEC OUT waveform is asyanetrleal. 
Itiis : a good indication that these configurations art reaching their uppor 
frequency response, especially 12C. The REC IN amplitude is low and has a 
sinewave appearance. Note that when the line ia driven from the center, as in 
Picture C-13B where the driver is at the 200 foot point, the REC OUT looks 
very symmetrical. 

The eye patterne show that even at 340 feet, stub 18, the 10M Bits NRt 
is still good. At 400 feet on stub 21, the eye is startling to close at 
9.5Mi/s NRZ and is collately closed at l0Mb/s NRZ. 

Notice that in the eye patternt «here the rise «id fall times are not 
overlapping, as in Pictures C-130 and -B, the driver/receiver system favors 
the logic-tero state. That is, tht eye opening at the bottom (logic sero) is 
wider than the top (logic one). This is probably due to an unbalance between 
the driver output and the receiver threshold. As shown in Reference I, the 
crossing point of the rise and fall times ia the optimum receiver threshold 
level for minimum jitter. Obviously this should occur as close to the center 
of the logic tero and one voltage levels as possible for optimum noise immun- 
ity. The rise/fall time crossing it near the bottom in the lab system. Cen- 
tering this crossing should be a eomiideration in the data bus design. 
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1.1.10 Receiver simulacion. The actual data bus system requirement is 
for up to 64 stations along the cable. In order to more clocely duplicate 
this situation without adding more driver/recever pairs» a resistive/capaca- 
tive load simulating two additional receivers was added to each of the 21 re- 
ceivers. Thus the load at each stub is now one drive*: in the high-impedance 
mode (negligible effect on the system), one actual receiver, and two simulated 
receivers. From the SN75115 receiver specifications, the resistive load at 
each receiver is typically 5k ohms to ground at 25oc, For worst case, this 
resistance was assumed to be 2.5k ohms. From Appendix C~l, the worst-case ca- 
pacitance to ground for each receiver is approximately 5 pf. Figure C-15A 
shows the resistive/capacitive (RC) load for one receiver. Two of these loads 
were paralleled to simulate two receivers. Figure 015B shows the actual val- 
ues used in the simulation and how they were connected to each actual receiver 
on the wlrewrap boards. 

Receiver 
Differential 
Inputs JT 

!.5k 1-5 f 
"T P 

_r-i 
■2.51c V 

Figure. C-15A. Simulated receiver input. 

Receiver 
Differential 
Inputs 

Rec Out 
SN751I5 

Actual Receiver 

Figure C-15B. Actual receiver and two «imulated receiver Inputs. 
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This configuration was used for the remainder of the tests. The pic- 
tures for these tests are labeled "RC Simulation - 42 Rec" or 
"RC Sim -42 REC" to designate 42 resistive/capacitive (RC) simulated receiver 
inputs and 21 actual receivers. Keep in mind that each time one stub is added 
to the main cable, the equivalent of one driver in the high-inpedeace state 
and three receivers are added into the system. The driver that is driving the 
system is, of course, not in the high-impedance state. 

The stubs were equally spaced approximately every 20 feet along the 
cable.  Stub number 1 was at one end of the cable and stub number 21 at the 
other end. 

1.1.11 Cable types. The remainder of the tests use two different types 
of cables.  The Spectra-Strip Twist'N'FlatTM cable is the one used for all 
previously described tests and those following so designated. The pictures 
that do not specify a cable type were taken with the Twist'N*FlatTM cable 
described earlier. The second type of cable tested was the Spectra-Strip 
Spectra-ZipTM cable. This 20-pair cable consists of uninsulated, stranded 
28 AWG round conductors lamnated between layers of gray ?VC film to form a 
planar cable with 0.05 inch centers. The same insulation displacement connec- 
tors (IDCs) were used with this cable. The six-foot stubs usad with this main 
cable were the original Twist'N'FlatTM. The system configuration and the 
stub spacing were kept the same for both cable types* 

1.1.12 Test using 400-feet Twist 'N'FlatTM cable. This test uaed the 
receiver simulation described above. The picture results are shown in Figures 
C-16 and C-17. 

The REC OUT asymmetry is even more pronounced in Picture C-16A then it 
is in Figure C-12, Picture C with only 21 receivers on the line. This sug- 
gests, and is confirmed by the eye patterns, that the frequency response is 
even less than before. The DR OUT signal looks very similar in the two pic- 
tures. 

Picture C-16B shows the REC IN at stub 21 with the driver on stub 1 
under two conditions. The top waveform has taken after just the resistive 
load for each of the 47. simulated receivers was wired onto the wire-wrap 
boards. The bottom waveform shows the RC network wired as in Figure C-15B. 
Note the "smoothing" of the signal with the capacitors in the circuit as com- 
pared to the fop waveform. 

At 300 feet, stub 16, the eye pattern looks good at l0M>/s NRZ. How- 
ever, at 340 feet, stub 18, the eye is starting to close at 9Mb/s NR2 and is 
closed at 9.5Mb/s. This is a frequency response decrease of approximately 1 
MHs from the previous test of 21 receivers. 

At 400 feet, stub 21, the 5Hb/s NRZ eye pattern is very good. The eye 
is closing at 7.5Mb/s NRZ and is completely closed at 6Hb/s NRZ. The system 
frequency response at this length has decreased approximately 2 MB« from the 
previous 21 receiver test. 
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Figure C~16.    400-foot TWist'N'FUtTM with «iauUted receiver«. 

C-24 



Figure C-17.    400-foot Twist'iTFUtTM with sinulat^d receivers, 
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1.1.13 Test using 400-feet Spectra-ZipTM cable. This test also used 
the receiver simulation and, as in all of the above tests, was used to deter- 
mine the frequency response of this particular cable. Figures C-18 and C-19 
show the results. 

For Picture C-18A, the yignal frequency was decreased so that the REC 
OUT waveform had approximately the same asymmetry as in Figure C-16, Picture 
A. To accomplish this, the frequency had to be decreased to 9Mb/s NRZ. This 
suggested that the freqeuncy response of this cable was about 1 MHz below the 
Twist1N'FlatTM cable. The eye patterns confirm this. 

At 100 feet, stub 6, the eye pattern locks very similar to the 
TVist^'FlatTM pigure c-16. Picture C. 

At 300 feet, stub 16, the eye is closing at 9.5Mb/8 NRZ and is closed at 
XOMb/s NRZ. The eye of Picture 18C at 9M Bits NRZ is slightly narrower than 
the eye of Figure C-16, Picture D at 10Mb/s NRZ of the Twist'N1Flat^M cable. 

The cable's frequency response at 340 feet, stub 18, is down approxi- 
mately 1.5Mb/s NRZ since the eye at 7,5Mb/s HRZ is comparable to the Figure 
C-16, Picture F at 9Mb/s NRZ. The eye is closing at 8Mb/s NRZ and is closed 
at 8.5Mb/s NRZ. 

At 400 feet, stub 21, the eye is closing at 5Mb/s NRZ and is closed at 
5.5Mb/s NRZ. This compares to Figure C-17, Pictures ^ and F for 7.5Mb/s NRZ 
closing and 8Mb/s NRZ closed. 

The frequency response of this cable is decreased from the 

Twist'N'FlatTM ^ j Co 2.SMb/s NRZ depending upon the cable length at which 
the aeasurement is taken. 

1.1.14 Comaon-modc test with 400-feet Twist'N'Flat™- This test was 
conducted to determine the effect of a common mode sinewave voltage upon the 
system. The system common-mod« configuration is shown in Figure C-l. 
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Figur« C-18.    400-foot Spoctra-Zip^M with •iMiUted recsivor*. 
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Figure C-19.    400-foot Spectra-ZiplM with siawläted  receivers. 
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The first step was to determine whether the common-mode signal by itself 
was mismatched on the cable's driven twisted pair lines. Tvo oscilloscope 
channels were calibrated to display the same amplitude when the scope probes 
were connected to the scope calibrator signal. TUen the function generator 
and audio oscillator were adjusted so one channel of the oscilloscope display- 
ed a 3v peak-to-peak (3v p-p) 100 kHz sinewave from one of th3 51•! ohm line 
terminating resistors to single-point ground at the near end (closest to stub 
1) of the cable. The other scope channel was connected to the other 51.1 ohm 
resistor at the same end of the line with respect to the same ground point. 
With just the cable and 21 stubs with no electronics» there was no discemable 
mismatch. Then the oscilloscope probes were switched to the two 51.1 ohm re- 
sistors at the far end of the 400-foot line (closest to stub 21). the meas- 
urement there was 1.6 v p-p because of the line voltage drop, but again there 
was nc discernable mismatch. Then all four wlrewrap boards were plugged into« 
the stubs. Each end of the line was measured as previously described. With 
the power off, there again was no discemable mismatch at either end. With 
the power on and all 21 drivers in the three-state mode, there was an approxi- 
mate 10 mv difference between these two waveforms at the near end and the same 
difference at the far end of the line. So it appeared that the common-mode 
voltages were very balanced in the system. This suggested that a ccmnon-mode 
signal below the receiver common-mode input voltage range of + 15v should have 
little effect on the system. This was not the case, however, as will be seen 
in the eye patterns for this test. 

Figures C-20 and C-21 show the results of this test. Bach half of Pic- 
tures 20A and B were taken at opposite ends of the cable with no common-mode 
signal. The difference in the eye width indicated that the system is not bi- 
lateral. The results depend upon which end of the cable is driven. Both ends 
of the cable need to be checked to find the worst-case frequency response. 

The actual conmon-mode signal is shown in Figure C-20, Picture C. The 
waveforms were taken at the near end (driver end) of the cable. The top wave- 
form is without the electronics connected to the stubs. Note the clipping of 
only the negative portion of the comoon-mode signal after the wire-wrap boards 
were connected to the stubs. This waveform stayed the same whether the power 
to the electronics was on or off. All 21 drivers were in the three-state 
mode. This clipping is c&used by the conduction of the substrate diodes in 
the drivers. This was diacussed earlier in the Line Z>rlver Coamon-Hode Prob' 
lei  section. 

The other pictures in Figures C-20 and C-21 show the jitter in the eye 
ptttems caused by the coanon-mode voltage. The amount of jitter «as unex- 
pected« This jitter could be caused by several things mentioned earlier. One 
could be the same problem that causes the driver/receiver system to favor the 
logic-zero state as discussed in section 1.1.9. Another could be the unbal- 
ance that caused the 10 millivolt difference in the comon-mode signal «hen 
measured with the power on and all drivers in the three-state mode discussed 
at the beginning of this section. The driver «ubstrate diode conduction with 
negative cowaon-wode signals could be the reason for the jitter« Further 
tests need to be conducted to determine «hat causes the jitter« 
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Figure C-20.    Coonon-nk^« with Twist,N,FUtTM. 
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Figure C-21.    Commtm-modm with tWi^t'H^latT«, 
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The Figure C-20 and 0-21 eye patterns are hard to interpret since the 
jitter causes faint lines which are difficult to see. The compariiKons between 
these pictures and the corresponding ones without the conmon-mode nignal in 
Figures C-16 and C-17 are sunmarized below. 

The jitter on the Pictures 20D and E caused the rise and fall waveform 
width to be about one half again as wide as on the corresponding Pictures 16C 
and D. 

At 340 feet, stub 18, the eye is closing at 8Mb/s NRZ in Picture 21A; 
whereas the eye is closing at 9Mb/s NRZ in Figure C-169 Picture F. 

At 400 feet, stub 21, the eye was closed at 7Mb/s NRZ in Picture 21C; 
whereas the corresponding closure was at 8Mb/s NRZ in Figure: C-17, Picture F. 

The coianon-mode signal appeared to decrease the system frequency re- 
sponse approximately IMb/s NRZ. The cause of the jitter needs to be found. 

1.1.15 Coonon-mode test with 400-feet Spectra-ZipTM. The coonon-mode 
voltage signal was adjusted and checked as for the Twist'N'FlatTM cable. 
Agein, it appeared that the coaaon-mode voltages on each of the two lines were 
very balanced. However, the jitter was even more pronounced for this cable 
type. 

Figure C-22 shows the test results. Picture C-22A was taken for compar- 
ison with Figure C-20, Picture A« The eye is much narrower for the 
Spectra-ZipTM cable. The two waveforms on Picture C*2ZA again show that the 
system is not bilateral. However, in this case it appears that the eye is 
narrower when the driver is on stub 21. This is just the  opposite from Figure 
C-20, Picture A. 
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Figure C-22.    Co«*m~«od« irith Spectr«-ZiptM. 
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The jitter on the eye patterns again causes problems in interpreting the 
pictures. It can be seen that the results are worse than that of the 
TVist'N'FlatTM, For example, at 100 feet, stub 6, the eye pattern looks 
very good at 10Mb/s NRZ on Figure C-20, Picture D for the Twist'N'FlatTM 
cable. However, the same conditions on Picture 22C shows the eye closing at 
10Mb/s NRZ. 

At 400 feet, stub 21, the eye was already closed at 5Mb/s NRZ, so this 
picture was not taken. 

The Spectra-ZipTM i9 mich worse in frequency response deterioration 
with a coason-mode signal than is the Twist'N*FlatTM cable. 

1.1.16 Crosstalk measurements. In order to obtain information on the 
interaction of signal lines upon adjacent lines, several test types were con- 
ducted. Both cable types were tested usiog three diff .rent wiring configura- 
tions as shown in Figure C-23. To use drivers for other than the main line 
driven by driver 1, stubs and their associated driver/receiver pairs were re- 
moved from the main line. For example, stubs 13, 17, and 20 are missing from 
the aain line in configurations 2 and 3. These stubs were connected to the 
other three driven lines. 

For configuration 3, a grounded line pair was inserted to ascertain the 
amount of crosstalk shielding that could be obtained. 

The test using configuration 1 was conducted first. The criteria for 
selecting the frequencies for the measurements were: 

a. One picture at 5Mb/s NRZ; 
b. TWo pictures at frequencies between approximately 5 and l2Mb/s NRZ 

whtre the crosstalk va* maximum; and 
c. One picture at a frequency between approximately 5 and 12Mb/s NRZ 

where the crosstalk was minimum. 
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Configuration 2 
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R19  R21 

"7 
FEM 

:u 

Configuration 3 
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Rl 
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017 
R17 
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NOTES: 
1. Ltgeadt 

0XX ** Drivtr XX 
SXX - Receiver XX 
HEM • Hear End 
Meaeuresent 
FEM m Far End SfeftturoMttt 

* Single Point Ground 
2. Bech line repre^ente one 

pair of wires; e.g. one 
peir of wire« «re 
grounded in configure* 
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Figure €-23. Crosstalk configuraticms. 

C-35 



For comparison, the pictures for the other two configurations ^ere then 
taken at these same frequencies. 

All near-end (NE) and far-end (FE) measurements were taken on the 31.1 
ohm line terminating resistors at the Line Termination and Single-Point Ground 
box shown in Figure C-3. The top waveform on the scope pictures was used as a 
reference. It was taken right at the input to the drivers, all of which were 
on the same wire wrap board. 

1.1*17 Crosstalk test with 400-feet Twist'N'FlatTM. Figures C-24 and 
C-25 show the single-ended crosstalk waveforms for the three configurations. 

With two lines driven as in configuration 1, Figure C-23, the near end 
maximum voltage is approximately 120 mv p-p. The minimum is approximately 80 
mv p-p. The far end voltages are approximately 90 mv p-p maximum and 40 mv 
p-p minimum. 

With four lines driven as in configuration 2. Figure C-23, the waveforms 
and amplitudes at the four frequencief are almost: identical to the correspond- 
ing pictures with only two lines driven. 

The configuration 3 pictures with the four lines driven and one grounded 
show considerable decrease in near end voltage (except at 11.4Mb/s NRZ) com- 
pared to configuration 2. However, the far end voltage increased except at 
11.4 Mb/s NRZ where it decreased slightly. 

Based upon these pictures, the lines directly adjacent to the measured 
line as in configuration 1, induced almost all the crosstalk, the grounded 
line, configuration 3, results were inconclusive. However, in general, this 
ground-line reduced the near-end voltage and increased the far-end voltage. 
Additional measurements, probably differential instead of single ended, and 
bit-error rate tests with crosstalk and data on the same lines should be per- 
formed. 
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Figure C-24.    Crosstalk with T^fiit'H'PUtTM. 
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1.1.18 Cross talk test with 400-feet Spectra-Zip™. The 
Spectra-ZipTM cabie showed more crosstalk amplitude than on the 
Twist'N'FlatTM, Figures C-26 and 027 show the single-ended crosstalk wave- 
forms for the three configurations. 

The pictures with two lines driven, Figure C-26, A through D, show the 
near-end maximum voltage approximately 270 m  p-p. The minimum is approxi- 
mately 170 mv p-p. The far-end voltages are approximately 200 mv p-p maximum 
and 80 mv p-p minimum. This is double the crosstalk voltage observed for the 
Twist'N'FlatTM cable. 

Note that with four lines driven, the amplitudes on the four pictures 
are about the same as the corresponding pictures with only two lines driven, 
unlike the Twist'N'FlatTM cable results, the corresponding waveforms between 
the Spectra-ZipTM configuration 1 and 2 pictures are not nearly identical. 

With the four lines driven, fifth grounded configuration, the crosstalk 
waveform seemed to be smoothed* This is shown in the Figure C-27, Pictures C 
through F. This did not happen in the corresponding twist'N'FlatTM test. 
The grounded-line pair has more effect on the crosstalk in the Spectra-ZipTM 
cable. It appears to isolate the driven lines from the measured line. The 
differences in amplitude between these and the corresponding pictures for only 
four lines driven do not correlate. 

These test results show that the crosstalk is approximately doubled over 
the results using the Twist'ITFlatTM cable. Both tests showed that the two 
most adjacent lines to the one being measured induce almost all the cross- 
talk. The grounded-line pair has much more isolation affect in the 
Spectra-ZipTM cable than in the Twist'N*Flat™, 
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Figure 026.    Crotttalk with Spectr«*ZipTM, 
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Figure C-27* CrotteaU nith Spectra-ZipT«* 
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1.1.19 Conclusions and recoamendations. The Twist'N'FlatTM cable is 
far superior to the Spectra-ZipTM for ^^  application. The 
Twist'N'FlatTM ^as better frequency response, both with and without conmon- 
mode signals; and the amount of crosstalk induced is much less. So the 
remainder of this section will concern itself with only the Twist1N'FlatTM 
cable. 

At 1G0 feet, using 21 receivers, this cable easily carries 10Mb/s NRZ 
data. With 21 receivers on the 400-foot cable, 10Mb/s NRZ is still good at 
340 feet according to the eye pattern, and decreases to about 9Mb/s NRZ at 400 
feet. 

The results of the receiver simulation tests, which uses 21 actual re- 
ceivers and 42 simulated ones, show that the lOMb/s NRZ eye pattern is still 
good at 300 feet. This decreases approximately 9Mb/s NRZ at 340 feet and 7M 
b/s NRZ at 400 feet. 

With the comnon-mode voltage on the simulated receiver configuration, 
the 10Mb/s NRZ eye pattern still looked good at 300 feet. However, the fre- 
quency response at 340 and 400 feet decreased to approximately 8Mb/s NRZ and 
between 5 and 7Mb/s NRZ respectively. 

Several important items were discovered in the process of planning for 
and conducting this test. 

a. The existing three~st*te line drivers have a negative comaon-mode 
voltage failure problem. New-type line drivers are required for 
data bus applications. 

b. The system response is not bilateral. At mininum, both cable ends 
should be driven to determine worst-case frequency response* 

Cv The terminating resistors should be ac coupled to ground with large 
value capacitors to eliminate any line driver dc offset problems. 

d. To obtain maxiswm noise iaasinity and to perhaps eliminate some of 
the common-mode jitter seen in those test«, the line driver/receiver 
configuration should be balanced so that the optimum receiver thres- 
hoH occurs in the center of the eye pattern. 

Many more tests need to be conducted to complement the data already ob- 
tained and to solve some of the problems encountered. After ac coupling the 
terminating resistors and solving the problem of balancing the driver/receiver 
for optimum receiver threshold in the eye pattern center, the following tests, 
at a minimum, need to be conducted. 

Bit-Error Rate (Bit) measurements need to be made with the system to 
determine the maximum frequency response of different configura- 
tions. These measurements should be conducted both with and without 
coMorv-mode noise simulation, and also with other lines driven with 
different data patterns to determine the effect of crosstalk on the 
system BSR. 
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b. The problem of why the conmon-mode signal creates a large amount of 
jitter in the eye pattern must be solved«  Several possible causes 
were suggegtitd in the report w 

c. More crosstalk data oust be obtained. Differential measurements be- 
tween the two measured lines are needed to determine the actual ef- 
fect upon the differential input to the receiver. 

Though there are some unresolved problems, the Twist'N'Flat^M cable 
met expectations. The test results confirm that thii* cable will perform ade- 
quately as the intrashelter data bus. 
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APPENDIX C-l 
TELECON 

Motorola Phoenix» Arizona      Dusty Morris 1 February 1979 
(602) 244-3716 

1. Subject: Line Driver turn-on with negative coa*on-aode noise. 

If a negative voltage is placed on the output of a driver that is in the 
high-impedance (2iZ) mode» and this voltage is negative «ore than approximate- 
ly - 1 v, parasitic diodes between the substrate and the driver output turn 
on. There is no current limiting for these parasitic diodes» and heavy cur- 
rents can flow. This not only causes undefined driver states, but also tend« 
to degrade the bond wires and integrated circuitsf either of which could even- 
tually burn out. This situation is also possible if the ground  on one driv- 
er is negative (due to conmon mode noise on nhe ground line) with respect to 
other driver's grounds* When this negative ground  driver is ON and others 
are in the HiZ mode, this negative voltage can be put on the bus line via the 
ON driver output sink transistor to the HiZ driver outputs. This causes the 
same substrate diode conduction. 

Turning off the +5v dc power to the HiZ drivers does not help since the 
parasitic diodes still turn on. 

The new party-line spec» designated PS***  at this point being written 
will eventually require a new pirty-line driver using either single ^5v dc or 
*5v dc power; but this driver is at least a year away. 

2« Subject: Split resistor termination 

The two resistors to ground is not the optimum configuration for termi- 
nating the line. This is because the line drivers have some dc offset» and 
the path to ground takes power fro« the drivers. Connect this center tap of 
the two resistors through a large value capacitor to ground thus eliminating 
the offset problem. 
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T.I. Dallas Texas 
(214) 238-5908 

TELECON 

Dale Hppenger 1 February 1979 

1. Subject:   What is input capacitance of Line Receiver 75115K? 
Each input to ground is approximately 3 pf. 
The maxiDBim is approxinately 5 pf. This parameter is not 
specified* 

2. Subject:   Problem with line driver turn-on with negative common-mode 
noise. 

Pippenger said essentially what Dusty Morris from Motorola stated. The 
substrate diode between the collector of the output drive circuitry and the 
substrate conducts with the negativ* spikes of common-mode voltage. This 
cauces junction heating and the diode becomes leaky and degrades over a period 
of time. This could eventually cause driver failure. 

He thinks the new future party line driver will have dual supplies con- 
necting the substrate to the negative supply voltsge. 

C-46 



MISSION 
of 

Rome Air Development Center 

fcW plank and executed Kuwich, dwttopmnt, tttt and 
detected acqwultion pfto&umA in Aupp&u 0$ Conrnoind, Control 
CormwUc&tionb cund IntttUgtALt ich) activitiu.    Tichniait 
aytd tnginteAing tuppOKt within cutuu 0$ texJuUcal competence 
-a pficvixUd to ESO Piogiam OUice* (Pod) and othtA ESÜ 
UzmtntA.    The. pfUncipal tzchnical mittion afivu axt 
cormfunicationb, etzcXrumagnvtlc, gaidanci and contKol, &UA.- 
vtitUnct 0$ gxoujvd and ae^dpace objtctA, intttUgtnct data 
collation and liandting, iniovnation d^Atew ttchnotcgy, 
iöftCApksuüc pAopzgation, totid ttaXi, decenced, miaiaai a 
pkyticA and tttctxoiUc KttiabltLüf, maintainaJtUtUj and 
compatituJUty. 

dvv**nt¥**nt0********n^^ 


